A spatiotemporal model with visual attention for video classification
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Abstract—High level understanding of sequential visual input is important for safe and stable autonomy, especially in localization and object detection. While traditional object classification and tracking approaches are specifically designed to handle variations in rotation and scale, current state-of-the-art approaches based on deep learning achieve better performance. This paper focuses on developing a spatiotemporal model to handle videos containing moving objects with rotation and scale changes. Built on models that combine Convolutional Neural Networks (CNNs) and Recurrent Neural Networks (RNNs) to classify sequential data, this work investigates the effectiveness of incorporating attention modules in the CNN stage for video classification. The superiority of the proposed spatiotemporal model is demonstrated on the Moving MNIST dataset augmented with rotation and scaling.

I. INTRODUCTION

Semantic understanding of sequential visual input is vital for autonomous robots to perform localization and object detection. Moreover, robust models have to be adaptive to scenes containing multiple interacting objects. For instance, self-driving cars need to classify scenes that contain small and large vehicles for loop closure. Similarly, robots have to infer the classes of objects in order to grasp them, while the objects could be rotated in different ways. Although videos contain richer information than individual images, how to effectively harness the temporal dependency in sequential visual input remains an open problem. Particularly, this paper investigates video classification in the presence of moving objects with rotation and scale changes.

Problem Formulation. Given a training dataset that contains videos $D_{train} = \{(x_1, y_1), (x_2, y_2), ..., (x_n, y_n)\}$, where $x_i \in \mathbb{R}_{>0}^{w \times h \times c \times t}$ is the $i$th video, $w, h, c$ is the size for each frame, $t$ is the number of frames, and $y_i \in \{1, 2, ..., K\}$ is the $i$th class label, we aim to train a classifier $C$ for unseen data $(x_i, y_i) \in D_{test}$, such that $C(x_i) = y_i$. For instance, in the context of action recognition, each video $x_i$ is labeled with a class label $y_i$ such as walking or running.

Initial work [6] approaches this task using CNNs, but the majority of recent works such as [10] rely more on RNNs that are adept at processing sequential data. While RNNs are good at dealing with contextual information from the past, CNNs are useful to extract hierarchical features from video frames. Motivated by the advantages of both types of networks, this paper proposes a spatiotemporal model in which CNN and RNN are concatenated, as shown in Fig. [1].

Despite the impressive performance of deep neural networks, previous models have fixed network depth and convolutional kernel size, which may lead to brittle performance when dealing with large and rapid variations in scale and rotation of objects in high speed robot navigation. In the proposed spatiotemporal model, an attention module is introduced in the network architecture. This is the key idea that increases...
the robustness of the model to geometric transformations such as object rotation and scale changes commonly seen in the real world. Previously, networks with visual attention were developed to limit the amount of information that needs to be processed and increase their robustness against cluttered background. However, these attention modules have been only used for single image recognition and classification tasks. This work applies attention mechanism for video classification.

Attention modules can be categorized into hard attention and soft attention. This work focuses on the latter since the former is stochastic and non-differentiable. The soft attention modules considered in the proposed spatiotemporal model include Spatial Transformer Networks (STN) and Deformable Convolutional Networks (DCN). STN performs affine transformation on the feature map globally, whereas DCN samples the feature map locally and densely via learnt offsets to deform the convolutional kernel. LeNet has a simple structure and no attention module is used as baseline for comparison.

To summarize, the novelty of the paper is a spatiotemporal model with visual attention tailored for video classification, which enables robustness to multiple objects with rotation and scale changes.

II. SPATIAL TEMPORAL MODEL WITH VISUAL ATTENTION

A. Feature extraction

Given a sequence of images, hierarchical features are extracted using a model similar to LeNet. The lower layers of LeNet include two convolution and max-pooling blocks. Its upper layers contain a fully-connected layer, and a softmax layer used for classification during pre-training, but removed for feature extraction. Although the model is simple, it still contains the essence of deeper CNNs. The trainable parameters are the weights and bias terms in the convolutional and fully-connected layers shown in Fig. 1. The proposed model uses an attention module prior to the first convolution layer instead of max-pooling layers to deal with geometric transformation, which means max-pooling layers are removed and the remaining CNN layers are augmented by attention modules. There are two variations of the structure, one with STN and the other with DCN.

STN consists of three components: localization network, grid generator, and bilinear sampler as depicted in Fig. 2. The localization network consists of 2 max-pooling layers, 2 convolution layers, and 2 fully-connected layers. It takes the image $I$ as input and learns the affine transformation $A_{\theta}$ that should be applied to the image, i.e. $\theta = f_{loc}(I)$, where $\theta$ represents the transformation parameters. The grid generator produces coordinates $A_{\theta}(G)$ based on $A_{\theta}$ and a regular grid $G$, which are the sampling locations in the input image to produce the output feature map. The bilinear sampler takes input image and $A_{\theta}(G)$ to generate the output feature map using bilinear interpolation. Because of the affine transformation, STN is trained to focus on the digits via cropping, translation and isotropic scaling of the input image. The output size of STN is $32 \times 32$. Different output sizes of STN are tested, but that does not affect the classification accuracy significantly. Since additional layers are introduced in the localization network, there are more trainable parameters in the proposed model as described in Fig. 1.

DCN abandons the parametric transformation adopted by STN and its variants. As shown in Fig. 2, the spatial sampling locations in the convolution kernels are augmented with additional offsets learnt from classification. For example, a $5 \times 5$ kernel with dilation 1 in a convolutional layer samples on grid $R = \{-2, -2, -2, -1, \ldots, 1, 2, 2\}$ on input feature map $x$. The feature at $p_0$ in output feature map $y$ could be obtained based on Eq. (1a). The grid $R$ is augmented by offsets $\{\Delta p_n| n = 1, \ldots, N\}$, where the offset is implemented by bilinear interpolation. $\Delta p_n$ is learnt via applying a convolutional layer over $x$, which has the same kernel size of $5 \times 5$, and same spatial resolution with $x$. The output of the offset fields has $2N$ channels, which encodes $N$ vectors for $\Delta p_n$ in $2D$ denoted as offset2D layers in Fig. 1. The trainable parameters include the offsets $\{\Delta p_n| n = 1, \ldots, N\}$ as well as the convolutional kernels.

$$y(p_0) = \sum_{p_n \in R} w(p_n) \cdot x(p_0 + p_n) \quad (1a)$$

$$y(p_0) = \sum_{p_n \in R} w(p_n) \cdot x(p_0 + p_n + \Delta p_n) \quad (1b)$$

B. Temporal processing

The aforementioned CNN layers are connected to Long Short Term Memory (LSTM) with a softmax layer to classify each frame as depicted in Fig. 1. Including LSTM breaks the dependence on the size of network, because a much deeper CNN would be required to replace the RNN for video classification. Note that the dimension of the output space of LSTM is 8 only and there is no dropout as the focus is on comparing the CNN layers. The CNN processes every temporal slice of the video independently with the weights fixed. In contrast, the LSTM has memory blocks to learn long term dependencies in the video since the output is dependent on the previous hidden state.
As shown in Eq. 2, LSTM contains a cell state \(c_t\), which is controlled by input gate \(i_t\), forget gate \(f_t\), and output gate \(o_t\). \(f_t\) decides which information to throw away, \(i_t\) determines what to store in \(c_t\), while \(o_t\) generates the output based on the input \(x_t\) as well as the previous hidden state \(h_{t-1}\). The \(W, b\) are the trainable parameters.

\[
\begin{align*}
f_t &= \sigma(W_f \cdot [h_{t-1}, x_t] + b_f) \quad (2a) \\
i_t &= \sigma(W_i \cdot [h_{t-1}, x_t] + b_i) \quad (2b) \\
g_t &= \tanh(W_g \cdot [h_{t-1}, x_t] + b_g) \quad (2c) \\
c_t &= f_t \odot c_{t-1} + i_t \odot g_t \quad (2d)
\end{align*}
\]

III. DATASET CREATION

A practical challenge for training CNNs and RNNs for video classification with visual attention is the lack of datasets that exhibit sufficient variation in rotation and scale, because existing video classification benchmarks such as UCF101 [12] and Sports-1M [6] are collected from daily activities. To address this issue, this work proposes a synthetic dataset based on Moving MNIST [13], with augmentation that includes rotation and scaling. This dataset is also overfit-resistant as a side benefit of applying augmentation, as analyzed in [14].

![Fig.3: A sequence of images in class 03 in augmented Moving MNIST dataset. From first row to last row: original images, rotated images, scaled images, rotated and scaled images.](image)

In our dataset, \(D_{train}\) and \(D_{test}\) that contain MNIST digits are created. Two samples \((I_m, d_m), (I_n, d_n) \in \mathcal{M}\) are randomly chosen from the MNIST dataset, where \(I_m, I_n\) are the images and \(d_m, d_n \in \{0, 1, ..., 9\}\) are class labels. \(I_m, I_n\) are placed at two random locations on a canvas \(\mathcal{H}\) of size 64 \(\times\) 64. They are assigned with a velocity in range [4, 12] whose direction is chosen at random. \(I_m, I_n\) bounce off the boundary and could overlap. Furthermore, each canvas \(\mathcal{H}\) is augmented with controllable variations of rotation and scaling to simulate the scene that contains multiple interacting objects, i.e. random rotation \(\mathcal{R} \in [0, 2\pi]\) and scaling \(\mathcal{S} \in [0.4, 1]\) are applied to obtain \(\mathcal{H}\). Several sequences of \(\mathcal{H}\) are used to produce the video \(x_i\), and the labels for two digits are concatenated as the new class label \(y_i = d_m d_n\). Sample images in the dataset are displayed in Fig. 3. Essentially, the video classification in this context is to recognize the digits in the presence of transformation and occlusion.

IV. EXPERIMENT

A. Training details

The networks are implemented using Keras [11]. During pre-processing, the images are centered and converted to range [0, 1]. The models are pre-trained on the Scaled MNIST dataset, which is the MNIST dataset augmented by translation and scaling. The maximum random horizontal and vertical shifts in terms of fraction of total width and height is 0.2. Range for random zoom is [1.0, 2.5]. The kernel weights matrices are initialized via Xavier uniform initializer, and the bias terms are initialized to 0. The objective function is the cross entropy loss, and the optimizer for training is Adadelta optimizer with a learning rate of 1. The cross entropy loss and accuracy are 0.054, 98.31\% for LeNet, 0.026, 99.14\% for STN, and 0.072, 97.62\% for DCN.

There are 100 classes in augmented Moving MNIST dataset, and 10 different rotations or scales in each class, with 5 frames for one setting. Hence there are 5000 images for training and 5000 images for testing. The training is conducted in 10 epochs with RMSProp optimizer using a learning rate of \(1 \times 10^{-3}\) and a batch size of 50. The objective function is categorical cross entropy loss. The kernel weights matrix in LSTM is initialized via Xavier uniform initializer, and the recurrent kernel weights matrix is initialized by a random orthogonal matrix. The bias vector is initialized to 0. Each time the LSTM is trained for 300 rounds and the loss and accuracy are averaged to reduce the variance.

Note that the CNN and RNN are trained separately because STN and DCN introduce much more trainable parameters as shown in Fig. 1. This issues is more severe for DCN as the number of trainable offsets increases linearly with respect to the size of the input feature map. For instance, there are 102,483,280 trainable parameters in total for DCN given a 64 \(\times\) 64 image, while only 6,431,080 parameters for LeNet, meaning that DCN has 16 times more parameters than LeNet. As a result, the 12GB GPU memory used for the experiments becomes insufficient once the attention modules are distributed along the time dimension, making it difficult to train CNN and RNN together.

B. Quantitative results

<table>
<thead>
<tr>
<th>TABLE I: Comparison of cross entropy loss and test accuracy for the proposed model and baseline.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Moving MNIST</td>
</tr>
<tr>
<td>Normal</td>
</tr>
<tr>
<td>Rotation</td>
</tr>
<tr>
<td>Scaling</td>
</tr>
<tr>
<td>Rotation+Scaling</td>
</tr>
</tbody>
</table>
The cross entropy loss and test accuracy are shown in Table [I]. The proposed model STN-LSTM and DCN-LSTM are compared against LeNet-LSTM as baseline. As for video classification, DCN-LSTM consistently performs better than LeNet-LSTM, as the former has lower cross entropy loss and higher accuracy in all cases. This shows that although max-pooling layers could deal with rotation or scaling to some extent, DCN is superior than the max-pooling layers at handling deformations. Moreover, Table [I] also shows that STN-LSTM performs poorly compared to LeNet-LSTM and DCN-LSTM. Since there are two digits in each image and STN performs affine transformation globally, it is hard to attend to the digits individually, resulting in the low accuracy.

Regarding different transformation, DCN-LSTM is hardly affected no matter which kind of augmentation is applied, as the accuracy stays above 99%. The variance in the accuracy of LeNet-LSTM is also small, indicating that max-pooling layers achieve similar results for different augmentation. In contrast, STN-LSTM handles rotated images significantly better than scaled images. Additionally, all models struggle with scaled images, as the accuracy in the third row is lowest. Furthermore, scaling is more challenging than rotation as the architectures could reach a relatively higher accuracy for rotated images.

C. Qualitative analysis

![Fig. 4: Output images of STN for class 06. First row: input images. Second row: output images of STN. From first column to last column: original images, rotated images, scaled images, rotated and scaled images.](image)

This section presents a qualitative analysis to shed some light on why STN does not do well. From the images processed by STN shown in Fig. [4] it could be observed that all the images are centered and transformed to a canonical orientation. There are several reasons when this kind of processing could be disadvantageous. For example, the original image is zoomed out when the digits are far from each other, even though doing so would make the digits smaller. This may be the reason why STN-LSTM has lower accuracy for images without any augmentation as shown in Table [I]. In addition, STN rotates the two digits in the same way in the rotated image. This may be helpful when the same rotation is applied to both digits as what is done in the dataset, but not so when digits are rotated differently. To summarize, the inability of one STN module to attend to each digit separately affects its classification performance negatively. To address this issue, STN could be connected with RNN to detect multiple digits as proposed in [11]. The inference framework proposed in [3] could be used as well to attend to scene elements one at a time.

V. DISCUSSION

This paper describes a spatiotemporal model for video classification with the presence of rotated and scaled objects. The effectiveness of DCN-LSTM over the baseline is demonstrated using the augmented Moving MNIST dataset. Regarding future work, how to train the network end to end is worth exploring. It would be more elegant to train the two stages simultaneously in an efficient way.
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