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Augmented Reality (AR) technologies have evolved significantly over the years. Once

considered niche and expensive research prototypes, AR devices are becoming increasingly

accessible and powerful. In addition to the hardware advancements, the application develop-

ment ecosystems and AI capabilities integrated into these devices have also rapidly expanded.

These advancements in AR will soon empower individuals to use AR on an everyday basis.

As millions of users begin to explore AR technologies and incorporate them into their daily

lives, safeguarding users’ security and privacy from unwanted threats becomes ever more

imperative. Due to AR devices’ ability to alter users’ perceptions of the physical world, the

nature of their three-dimensional user interface, and multi-modal sensing capabilities, many

of these threats are fundamentally different from known risks of non-immersive technologies

like web and mobile interfaces.

In this dissertation, I identify critical security and privacy risks, evaluate these risks

in cutting-edge AR systems, and propose mitigation solutions to enhance user safety. My

approach centers on analyzing the three core phases of the AR system data flow— input,

output, and interaction— each of which introduces distinct classes of vulnerabilities.

For threats related to AR input, I investigated the emerging sensory permission models,

such as eye-tracking and hand-tracking, for three major AR platforms (HoloLens 2, Oculus

Quest Pro, and Vision Pro). My collaborators and I surveyed 280 participants on Prolific



to investigate their comfort, perceived and actual comprehension, and decision factors. We

explicitly recruited participants who had no prior experience with AR, in order to capture

people’s comfort and comprehension on their first exposure to these permission-granting

flows, rather than relying on their past experiences. Based on the results, we identify design

principles for how future AR platforms can better communicate existing privacy protections,

enhance privacy-preserving designs, and more effectively communicate potential risks.

For threats related to AR output, I present my work that formalizes the security-related

properties of the 3D UI output in AR. My collaborators and I demonstrate the security

implications of different instantiations of these properties through five proof-of-concept at-

tacks between distrusting AR application components (i.e., a main app and an included

library)— including a clickjacking attack and an object erasure attack. We then empirically

investigate these UI security properties on five current AR platforms: ARCore (Google),

ARKit (Apple), HoloLens (Microsoft), Oculus (Meta), and WebXR (browser), finding that

all platforms enable at least three of our proof-of-concept attacks to succeed. We provide

concrete recommendations for platform developers, including adaptations of existing 2D UI

security measures and novel AR-specific defense techniques to prevent these attacks.

For threats related to AR interaction, I describe my work that characterizes perceptual

manipulation attacks (PMA) in AR, which involves manipulating users’ multi-sensory (e.g.,

visual, auditory, haptic) perceptions of the world when users are interacting with AR con-

tent. Through immersive adversarial overlaid content, PMA influence users’ judgments and

following actions to induce incorrect perception, cognition, or resulting reaction. To provide

a foundation for understanding and addressing PMA, my collaborators and I conducted an

in-person study with 21 participants with three PMA that attacked different perceptions:

visual, auditory, and situational awareness. Our findings reveal the effectiveness of these

attacks and inform design guidelines for defending against PMA in AR environments.

Together, this thesis represents significant theoretical and empirical progress toward se-

cure, privacy-preserving, and trustworthy AR systems for mainstream adoption.



Table of Contents

Page

List of Figures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . iii

List of Tables . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vii

Glossary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . viii

Chapter 1: Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.1 Thesis Statement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.2 Thesis Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

Chapter 2: Background and Related Work . . . . . . . . . . . . . . . . . . . . . . . 7
2.1 Definition of Augmented Reality (AR) . . . . . . . . . . . . . . . . . . . . . . . 7
2.2 AR Security and Privacy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.3 Miscellaneous and Orthogonal Work . . . . . . . . . . . . . . . . . . . . . . . . 15

Chapter 3: Input: Eye-Tracking and Hand-Tracking Permission Design . . . . . . 18
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
3.2 Current AR Permission Granting Landscape . . . . . . . . . . . . . . . . . . . 21
3.3 User Study Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
3.4 Survey Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
3.5 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
3.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44

Chapter 4: Output: Three-dimensional User Interface Security Properties . . . . . 45
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
4.2 Selected Properties and Evaluation Metrics . . . . . . . . . . . . . . . . . . . . 49
4.3 Threat Model and Proof-of-Concept Attacks . . . . . . . . . . . . . . . . . . . 52

i



4.4 Empirical Investigation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
4.5 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
4.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72

Chapter 5: Interaction: Perceptual Manipulation Attacks . . . . . . . . . . . . . . 74
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
5.2 Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
5.3 Scenarios and Attacks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
5.4 Results: Behavioral Reactions . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
5.5 Results: User-Reported Reflections . . . . . . . . . . . . . . . . . . . . . . . . . 99
5.6 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
5.7 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107

Chapter 6: Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108
6.1 Summary of Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108
6.2 Looking Forward . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
6.3 Final Remarks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110

Bibliography . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111

Appendix A: Additional material for: User Comprehension and Comfort with Eye-
Tracking and Hand-Tracking Permissions in Augmented Reality . . . 136

A.1 Recruitment & Survey . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 136
A.2 Comprehension Questions Answer Key . . . . . . . . . . . . . . . . . . . . . . . 163

Appendix B: Additional material for: Exploring User Reactions and Mental Models
Towards Perceptual Manipulation Attacks in Mixed Reality . . . . . . 180

B.1 Recruitment & Screening Survey . . . . . . . . . . . . . . . . . . . . . . . . . . 180
B.2 Interview Script . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 182
B.3 Qualitative Codebook . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 184

ii



List of Figures

Figure Number Page

1.1 The evolution of Augmented Reality Devices . . . . . . . . . . . . . . . . . . . 2

1.2 Conceptualized Data Flow Diagram for AR Systems . . . . . . . . . . . . . . . 4

2.1 Milgram and Kishino on the Reality-Virtuality Continuum . . . . . . . . . . . 8

2.2 Overview of Augmented Reality User Interface. The yellow box represents the
three main components: perception of the physical world, virtual AR world,
and user interaction. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10

3.1 Oculus: System-level eye-tracking permission. . . . . . . . . . . . . . . . . . . . 23

3.2 App-level Eye-tracking dialogs . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24

3.3 Oculus: System-level hand-tracking permission. . . . . . . . . . . . . . . . . . . 25

3.4 Hand-tracking permission dialogs . . . . . . . . . . . . . . . . . . . . . . . . . . 26

3.5 System-level perceptions compared across devices. Red lines (labeled “E”)
represent eye-tracking and blue lines (labeled “H”) represent hand-tracking.
Arrows point to the device that was rated significantly higher on the item.
Dashed lines = non-significant. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31

3.6 Decision factors breakdown for influencing user decisions to try eye-tracking
and hand-tracking technologies on Hololens, Oculus, and Vision Pro. . . . . . 41

4.1 Clickjacking attack on ARKit. ① The advertisement object displayed
in the AR world. ② A prompt after the advertisement is clicked. ③ A bait
AR object rendered on top of the advertisement object exploiting the Same
Space property. ④ An accompanying bait AR object. After the user clicks on
the bait object ③, the interaction goes into the advertisement object ① and
generates the prompt ②. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54

iii



4.2 Denial-of-user-input attack on Hololens. ① The user can select and
interact with the victim object (red). ② The attacker overlays a fully trans-
parent object over the victim object (red). For demonstration, we make the
transparent object (“cage”) slightly visible. ③ The invisible “cage” blocks user
interaction with the victim object (red). ④ In addition, the attacker can sur-
round the user in a fully transparent “cage”. ⑤ The invisible “cage” blocks the
user from interacting with any AR objects, in this case, the red and blue AR
objects. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55

4.3 Input forgery attack on ARCore. ① The advertisement object displayed
in the AR world. ② When the advertisement object is outside of the user’s
view, ③ the attacker launches a synthetic input to interact with the object.
The prompt demonstrates the attack is successful. . . . . . . . . . . . . . . . . 57

4.4 Object-in-the-middle attack on Oculus. ① The interface for authenti-
cation. ② The logger for the execution result. ③ The invisible object the
attacker places over the pin pad object. ④ The blue arrow suggests the direc-
tion of the synthetic input to trigger the pin pad object. . . . . . . . . . . . . 58

4.5 Object erasure attack on WebXR. (①,② Two competing advertisements.
③ Attempt to erase the competitor advertisement using transparent mesh.
(We partially offset the invisible object for attack visibility. . . . . . . . . . . 59

4.6 Researchers conducting the experiments. . . . . . . . . . . . . . . . . . . . . . . 61

4.7 The parameter M denotes the number of experiments that the experimenter
(a person) should run. Throughout the procedure’s pseudocode is the as-
sumption that the experimenter records detailed notes of observations during
each experiment. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62

5.1 Researcher testing our experimental harness. . . . . . . . . . . . . . . . . . . . 77

5.2 Diagram of our experimental harness. . . . . . . . . . . . . . . . . . . . . . . . 80

5.3 Participant view of the real-world Reaction Task. . . . . . . . . . . . . . . . . 86

5.4 Timeline of attacks on the Reaction Task during the withAttack round (round
3). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87

5.5 Participant views of attacks in the Reaction Task— The floated boxes are
generated by Color Attacks and blended into the user’s view to intentionally
mislead them. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88

5.6 Two-item sequence on level 2 of the Attention Task. . . . . . . . . . . . . . . . 89

5.7 Timeline of the withAttack round (round 3) of the Attention Task. In the
actual task, all elements lit up with the same color; here we use different
colors to illustrate time. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90

iv



5.8 Timeline of the Focus Task and corresponding Situational Awareness Attack.
In phase 1, the screen changes from no text displayed to our instruction. In
phase 2, the background color changed from blue to black. In phase 3, the
font size and the window width increased to maximum, and in phase 4, the
background start to blink with different colors. . . . . . . . . . . . . . . . . . 91

5.9 Participant views of the Situational Awareness Attack during the Focus Task.
The floating cards are generated by the Situational Awareness Attack. Four
increasingly visible phases of the real-world notification are shown on the
monitor. Omitted from this figure are Phase 0 (no text on the screen) and
Phase 5 (no cards in the foreground). . . . . . . . . . . . . . . . . . . . . . . . . 92

5.10 Per-participant performance on different Reaction Task attacks. The top
graph captures every valid click, and the bottom bar chart captures the num-
ber of invalid clicks. For visual clarity we connect the benchmark dots with
a line, not to imply points between participants on the line. . . . . . . . . . . 94

5.11 For the Reaction Task, comparing participants’ performance on non-attack
levels in the withAttack round with the group’s average performance in the
benchmark round. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96

5.12 Results from the Attention Task. The x-axis shows scores during the withAt-
tack round, and the y-axis shows scores during the benchmark round. Each
box contains the number of participants who received that combination of
scores. The red lines highlight that most people achieve scores of 5 or 6 in
the benchmark round, while most people only reach 4 in the withAttack round. 97

A.1 Images of AR headsets (Meta’s Quest Pro, Microsoft’s HoloLens 2, and Ap-
ple’s Vision Pro) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 138

A.2 System-level eye-tracking permission dialog (Oculus) . . . . . . . . . . . . . . 140
A.3 Eye-tracking calibration and app permission control (Oculus) . . . . . . . . . 141
A.4 App-level eye-tracking permission dialog (Oculus) . . . . . . . . . . . . . . . . 144
A.5 System-level hand-tracking permission dialog (Oculus) . . . . . . . . . . . . . 148
A.6 System-level hand-tracking tutorial dialog (Oculus) . . . . . . . . . . . . . . . 149
A.7 System-level eye-tracking dialog and app permission control (HoloLens) . . . 155
A.8 System-level eye-tracking calibration and iris sign-in dialog (HoloLens) . . . . 156
A.9 App-level eye-tracking permission dialog (HoloLens) . . . . . . . . . . . . . . . 157
A.10 Hand-tracking visualization (HoloLens) . . . . . . . . . . . . . . . . . . . . . . 158
A.11 Background access permission for hand-tracking (HoloLens) . . . . . . . . . . 159
A.12 Eye-tracking calibration (Vision Pro) . . . . . . . . . . . . . . . . . . . . . . . . 160
A.13 Eye-tracking Optid ID (Vision Pro) . . . . . . . . . . . . . . . . . . . . . . . . . 161
A.14 Hand-tracking calibration (Vision Pro) . . . . . . . . . . . . . . . . . . . . . . . 162
A.15 Hand-tracking app permission control (Vision Pro) . . . . . . . . . . . . . . . 162

v



A.16 App-level hand-tracking permission dialog (Vision Pro) . . . . . . . . . . . . . 163

vi



List of Tables

Table Number Page

3.1 Breakdown of participant demographics by gender, age, and race/ethnicity. . 29

3.2 Participant comprehension correctness summary. Hol is HoloLens, Oc is Ocu-
lus, Vis is Vision Pro, Avg is the performance on each category, Avg-S is the
performance on each sensor, and Avg-T represents the overall performance
across all questions. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34

3.3 Comparing the level of comprehension regarding the system-level permission
and application-level permission. See Table A.5 for details. . . . . . . . . . . . 35

4.1 Overview of experiment results. Filled circles indicate the metric is satisfied,
and empty circles indicate they are not. For the Same Space experiment,
circled 1 indicates that the object is created by the first (victim) principal;
circled 2 indicates that the object is created by the second (adversarial) prin-
cipal. “Unstable” means that the results are inconsistent during a single trial.
“Unstable*” means that the results are inconsistent between multiple trials. 64

4.2 Analysis of which attacks each platform (in our testing configuration) enables.
8 indicates this attack is possible to implement based on our experimental
results; * indicates the attack might fail due to the AR platform’s inconsistent
behavior. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68

5.1 Summary of all attacks. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85

5.2 Experimental results for the Reaction Task, comparing different attacks, non-
attack, and benchmark conditions. * In the benchmark round, 5% of clicks
are delayed by definition (since we defined delayed clicks as those outside of
95% of the benchmark data). We give percentages for ease of interpretation,
not to imply generalizability to a broader population. . . . . . . . . . . . . . . 93

5.3 Experimental results for the Focus Task under the Card Attack, with original
and updated instructions (where participants were told to pay attention to
real-world context). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98

A.1 Justification for system-level eye-tracking comprehension questions . . . . . 165

vii



A.2 Justification for application level eye-tracking comprehension questions . . . 168
A.3 Justification for app-level hand-tracking comprehension questions . . . . . . 171
A.4 Justification for app-level hand-tracking comprehension questions . . . . . . 174
A.5 Participants’ comprehension. The underlined percentages correspond to the

correct answer. The red color highlights cases where the most common an-
swer was incorrect. The green color highlights cases where the most common
answer was correct. The Hol-Sys column corresponds to the Hololens system
version of the question, Hol-App to HoloLens application, Oc-Sys to Oculus
system, Oc-App to Oculus application, Vis-Sys to Vision Pro system, Vis-App
to Vision Pro application. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 177

viii



Acknowledgments

First and foremost, I would like to express my deepest gratitude to my advisors, Franziska

Roesner and Tadayoshi Kohno. This work would not have been possible without their

unwavering support, guidance, and encouragement, which have formed the very foundation

of my PhD journey. Both of you have not only been exceptional mentors in advancing my

research but also inspiring role models in shaping my approach to life. I am incredibly

fortunate to have had the opportunity to work with you both, and I hope my future career

will make you proud.

I sincerely thank my committee member, Jon E. Froehlich, for his time and dedication in

supporting my PhD thesis. Working with Jon on research at the intersection of augmented

reality and accessibility has been invaluable to my development as a researcher. His genuine

care for people, commitment to building community, and innovative work toward creating

accessible technology have been truly inspiring. I am deeply grateful for his mentorship and

guidance.

The Security and Privacy Lab at UW CSE has been my home for the past five years,

and I feel extremely fortunate to be a part of this wonderful group. Special thanks to

the past and present members of the Security and Privacy Lab: Arka Bhattacharya, Maddie

Burbage, Inyoung Cheong, Aarushi Dubey, Yael Eiger, Pardis Emami-Naeini, Ivan Evtimov,

Michael Flanders, Chris Geeng, Gregor Haas, Rachel Hong, Umar Iqbal, Karl Koscher,

Aroosh Kumar, Evan Lam, Kiron Lebeck, Michelle Lin, Rachel McAmis, Alexandra Michael,

Peter Ney, Kentrell Owens, Basia Radka, Lucy Simko, Mattea Sim, Anna Kornfeld Simpson,

Jeffery Tian, Miranda Wei, Henry Wong, Tina Yeung, and Eric Zeng. I will deeply miss the

happy hours, fun activities, summer kayaking, and winter snowboarding trips.

ix



I’m grateful to all of the friends who have enriched my life throughout grad school, both

within and beyond UW CSE: Orevaoghene Ahia, Qiwen Cui, Weixin Deng, Brandon Yushan

Feng, Chenpeng Gao, Ken Gu, Xinlu Guo, Xiaochuang Han, Dong He, Daniel Jiang, Liwei

Jiang, Preston Jiang, Weizhao Jin, Jaehun Jung, Tiernan Kennedy, Jaewook Lee, Jialin Li,

Jeffery Li, Inna Wanyin Lin, Chuanyuan Liu, Zheyuan Liu, Alisa Liu, Sirui Lu, Anton Lykov,

Fanyi Ma, Yunbi Nam, Innocent Obi Jr, Lisa Orii, Rock Pang, Zijie Pan, Cameron Perry,

Ananditha Raghunath, Shwetha Rajaram, Esteban Safranchik, Reshabh Sharma, Weijia

Shi, Weihao Song, Xia Su, Yujie Tao, Austin Underwood, Zihao Ye, and Kevin Zheng.

My graduate school work would not have been possible without the foundation I re-

ceived at the University of Virginia. I thank Professor Mark Sherriff for introducing me

to the world of computer science. I thank Professor Luke Dahl, Professor Leah Reid, and

Professor Matthew Burtner for your encouragement in interdisciplinary research bridging

music, computer science, and Augmented/Virtual Reality. I thank Professor Yuan Tian and

Professor David Evans for their mentorship in conducting research in security and privacy.

Thanks also to my cat, Dota, for her energetic meowing and companionship during the

long nights of coding and paper writing.

I also want to thank Tottenham Hotspur F.C., a team I’ve been supporting since the

beginning of my PhD. It was such a wholesome moment to see the team finally win the

European championship as I’m also graduating. To dare is to do. Come on you Spurs!

My deepest gratitude goes to my family. Thank you to my parents, Jiangang Cheng and

Peiying Gong, and my grandparents, Xuezhong Cheng, Shuqin Ma, Weiguo Pei, and Jinfang

Gong, for their unconditional love and support. They are my heroes who worked so hard to

provide a better living for our family. It’s my honor to carry forward your legacy.

x



Dedication

To my parents, Jiangang Cheng and Peiying Gong, for their continuous support,

encouragement, motivation, and love.

xi





1

Chapter 1

Introduction

Humans evolved to navigate and understand a complex physical world, developing sophisti-

cated cognitive processes for learning, spatial understanding, and reasoning through direct

interaction and exploration. Augmented Reality (AR)— technologies that seamlessly blend

three-dimensional virtual content with the physical surroundings — extend our innate, spa-

tial way of thinking by transforming our world itself into a computational medium.

This vision for AR was introduced back in the late 1960s, when Ivan Sutherland developed

the first head-mounted display prototype [262]. In the early 1990s, Caudell and Mizell

demonstrated the first practical application of AR in assisting human-involved operations in

aircraft manufacturing [266]. In 1997, the “touring machine” was designed as the first mobile

outdoor AR systems, taking AR outside of controlled environments. With breakthroughs in

hardware technologies as well as the advancements in platforms and application development

ecosystems in the past decade, a series of AR devices have emerged targeting consumer

markets, increasing public awareness and adoption. Google Glass marked the first consumer

head-mounted AR device with voice-activated functionality in 2014. Magic Leap One in 2018

separated the display unit from the processing unit to distribute weight away from the head

for enhanced comfort. Microsoft’s HoloLens 2 in 2019 provided advanced spatial mapping

and gesture control capabilities. Mojo’s Smart Contact Lens demonstrated the first on-eye

micro-LED display technology. More recently, Meta introduced Orion, aimed at achieving

lightweight, all-day wearable AR glasses. Figure 1.1 represents the recent evolution of AR

devices, evolving from bulky, rudimentary devices to today’s lightweight, ergonomic, yet

remarkably powerful form factors.
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Moreover, the recent explosion of generative and contextual AI has significantly im-

proved AR functionality and capability. Embedding AI models and biometric sensors into

AR systems has enabled intelligent, context-aware interfaces capable of dynamically re-

sponding to users’ surroundings and actions. Ergonomic interaction techniques such as

microgestures [165], neural interfaces [49], and gaze-driven selection [257] were developed to

reduce user fatigue and enhance usability. The proliferation of generative AI models offers

new avenues for personalizing AR content and multimodal understanding of the physical

world [186, 253, 283]. With the market for AR devices surpassing two million units in 2024

and experiencing an over 200% growth rate, AR is rapidly evolving from niche research

technology to mainstream consumer adoption.

(a) The Sword of Damo-

cles; Year 1968 [262]

(b) Boeing AR Glasses;

Year 1992 [162]

(c) Touring Machine;

Year 1997 [36]

(d) Google Glasses;

Year 2014 [255]

(e) Magic Leap; Year

2018 [153]

(f) HoloLens 2 by Mi-

crosoft; Year 2019 [16]

(g) Mojo Smart Contact

Lens; Year 2022 [21]

(h) Meta Orion AR

Glasses, Year 2025 [251]

Figure 1.1: The evolution of Augmented Reality Devices

At the same time, the immersive and sensor-rich nature of AR introduces unprecedented

risks to security, privacy, and safety for both users and bystanders. Due to AR devices’

always-on sensing needs and ability to alter users’ perceptions of the physical world, many

of these threats are fundamentally different from known risks of non-immersive technologies
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(e.g., web and mobile interfaces). As AR technologies rapidly evolve, the computer security

community and AR industry have begun to identify key security and privacy challenges in

this space from more than a decade ago [233]. Roesner et al. [234] first proposed security

threat modeling taxonomies for AR, which included input, data access, and output; Guzman

et al. [127] extended these three aspects to include user interaction and device protection.

While existing research lays a strong foundation for anticipating, identifying, and mitigating

these risks, significant questions remain about how these threats manifest in real-world AR

deployments and what new vulnerabilities emerge from the latest AR capabilities.

1.1 Thesis Statement

The primary goal of this thesis is to uncover novel security and privacy risks in the core

phases of the AR system data flow, which include input, output, and interaction, as illus-

trated in Figure 1.2. To achieve this goal, I employ a combination of methods: (1) identifying

and analyzing novel security and privacy risks specific to today’s AR capabilities; (2) sys-

tematically evaluating these threats in current AR platforms; and (3) developing practical

mitigation strategies and design guidelines that empower both researchers and developers

to build safer AR applications and systems.

With AR technology rapidly evolving and new devices like Meta Ray-Ban and Apple

Vision Pro entering mainstream markets, I conducted thorough security evaluations on the

state-of-the-art AR hardware around these three key phases across current AR platforms.

For each phase, I identified concrete examples of threats that are no longer theoretical

but actively exploitable in today’s AR ecosystem. Below, I organize the identified risks

according to the data flow pipeline, highlighting how each phase introduces distinct security

and privacy risks.

Risk with AR Sensor Input While the powerful suite of sensors on modern AR devices

is necessary for enabling immersive experience, they need to collect a substantial amount

of data about user data, often encompassing personal or sensitive information. This data,

especially when combined with other types, has the potential to reveal intimate details. For

example, the outward-facing camera create potential privacy threats to the bystanders (i.e.,

those surrounding the device during its use), capturing them without their awareness or



4

Figure 1.2: Conceptualized Data Flow Diagram for AR Systems

consent. The spatial sensing data can be used to refer to activity happening in the physical

world [135], eye-tracking data can be used to reveal sensitive user attributes [111, 174], and

body motion data can be used to infer the sensitive information that the user typed [260].

Existing consumer-facing AR headsets, such as Microsoft’s HoloLens 2, Meta’s Oculus Quest

Pro, and Apple’s Vision Pro, are already equipped with advanced sensors to perform eye-

tracking and hand-tracking. In Chapter 3, we investigate the current eye-tracking and

hand-tracking permission models of these platforms, and the extent to which users feel com-

fortable and informed about these sensors. Based on (mis)alignments we identify between

comfort, perceived and actual comprehension, and decision factors, we discuss how future AR

platforms can better communicate existing privacy protections, improve privacy-preserving

designs, or better communicate risks.

Risk with AR Output After processing sensory input data, AR systems generate output

that seamlessly integrates into the user’s environment. This output is rendered through a

sophisticated pipeline involving spatial computing SDKs, computer vision algorithms, ren-

dering engines, and AI capabilities such as large language models (LLMs) that contextually

generate content. However, unlike traditional computing interfaces, the three-dimensional

nature of AR output immerses the user inside a three-dimensional user interface — includ-

ing, in some contexts, the real world itself — in contrast to the user merely interacting it
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from the outside. This introduces new UI security threats, including 3D UI vulnerabilities

in AR that lead to attacks such as clickjacking or denial-of-service [117]. Here, we con-

sider a threat model where multiple entities might be interacting within the AR UI, such

as third-party embedded code (e.g., a library) running inside an AR application in which

the embedded code (e.g., the library) seeks to compromise a property of the AR application

or vice versa. In Chapter 4, we formalize these 3D UI security properties and demonstrate

their implications through proof-of-concept attacks across major AR platforms.

Risk with Human-AR Interaction Beyond security vulnerabilities in 3D AR UI, the

immersive nature of AR output creates opportunities for attacks that target human percep-

tion itself when interacting with AR content. In particular, one class of potential attacks,

termed Perceptual Manipulation Attacks (PMA) by Tseng et al. [269], aims to manipulate the

human multi-sensory perceptions of the physical world to influence users’ decision-making

and even lead to physical harm through the presented AR output stimuli. As the level

of immersion in AR technology continues to increase, the potential for such manipulations

becomes even more profound and impactful. In Chapter 5, we created a variety of tasks and

PMA, evaluated their effectiveness in controlled studies, and observed how users responded,

adapted to, and reasoned about them. We derive recommendations for future investigation

and defensive directions based on our findings.

Research Methodology For each class of risks, I address the following primary research

questions:

(a) What are the unique security and privacy risks introduced by recent advancements in

AR hardware?

(b) How does the immersive, three-dimensional nature of AR content create new security

vulnerabilities?

(c) How do end-users perceive, understand, and respond to security and privacy threats

in AR environments?
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(d) What different design decisions have been implemented by today’s AR platforms, and

what are their security implications?

To investigate these questions, I employ a diverse set of research methodologies, including

program analysis, software testing, user study, and online survey. Together, this thesis

presents both empirical findings and theoretical frameworks that advance our understanding

of security and privacy challenges in AR to inform more secure design practices for future

AR systems.

1.2 Thesis Overview

This thesis presents the required background and closely related work in Chapter 2. Chap-

ter 3 focus on permission models for eye-tracking and hand-tracking input for three major

platforms (HoloLens 2, Quest Pro, and Vision Pro). We understand difference in platforms’

privacy permission flows and investigate how well do people comprehend the permissions,

their capabilities, and the associated privacy risk. Chapter 4 presented the empirical analysis

of five current AR platforms, systematically investigating how they handle security related

properties with 3D AR output. We found that these current AR platforms, including Ap-

ple’s ARKit, Google’s ARCore, Meta’s Oculus, Microsoft’s HoloLens, and WebXR, are all

designed and implemented in ways that enable our attacks to succeed. Chapter 5 presents

our experimental findings of the spectrum of end-user reactions, perceptions, and defensive

strategies when interacting with AR-based perceptual manipulation attacks (PMA). Finally,

Chapter 6 concludes and provides some future directions.
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Chapter 2

Background and Related Work

This chapter begins with background context of Augmented Reality (AR), including its

definition, technological components, and key application areas. I then review prior work on

AR security and privacy, followed by research contributions in adjacent domains that relate

to this dissertation.

2.1 Definition of Augmented Reality (AR)

In the early 90s, Milgram et al. observed that although the term “Augmented Reality” had

begun to appear more frequently in academic and technical literature, its usage lacked a

clear, consistent definition [205]. They developed the Reality-Virtuality Continuum [204],

as shown in Figure 2.1, to facilitate a better understanding of AR, Mixed Reality (MR),

and Virtual Reality (VR) and how these concepts interconnect. This continuum has two

extremes: on one end, a real environment, and on the other, a fully virtual environment.

The key distinguishing characteristic of AR is that it preserves the user’s connection to their

physical surroundings while enhancing it with contextually relevant digital information. For

this dissertation, I define “AR” as technologies that place virtual content in a user’s view of

a real-world environment, whether embedded in it or overlaid on it. This virtual content can

be multi-sensory, including but not limited to visual elements (3D models, text, images),

auditory cues (spatial audio, sound effects), haptic feedback (vibrations, force feedback),

or combinations of them. Other researchers and industry practitioners may use alternative

terms to refer to the same or related concepts, including MR and extended reality (XR).
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Figure 2.1: Milgram and Kishino on the Reality-Virtuality Continuum

2.1.1 AR Platforms and SDKs

Modern AR application development relies on a complex ecosystem of hardware and software

platforms. AR SDKs (Software Development Kits) provide essential tools for sensing, spatial

mapping, rendering, and interaction. They abstract the complexities of computer vision,

sensor fusion, and 3D graphics into developer-friendly APIs. Examples include Apple’s

ARKit [8], Google’s ARCore [4], Meta’s Oculus Integration [24], Microsoft’s MRTK [46] for

HoloLens, and WebXR [44] for the web. These platforms cover all three AR hardware form

factors currently available: handheld mobile devices, video passthrough AR headsets, and

optical see-through AR headsets. Not surprisingly, they also differ in their implementation

choices, from rendering pipelines to input modalities. Some SDKs include native rendering

engines (e.g., ARCore and ARKit), while others integrate with third-party engines like

Unity [41] or Unreal Engine [42]. WebXR, as a browser-based standard for AR experience,

leverages libraries like Three.js [37] and Babylon.js [9].

2.1.2 AR User Interface

Unlike traditional 2D contexts where users interact with user interface (UI) content on flat

screens, the AR UI is a conjunction of visual elements from the physical world, the AR

virtual world, and the user’s interactions within the immersive 3D world. The AR con-

text requires that the system process and understand the physical world surrounding the

user [6, 7, 15, 22, 130], and virtual content is often “anchored” to physical-world surfaces, re-

quiring rapid updates in response to change’s in the user’s physical surroundings or position.
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Figure 2.2 illustrates the AR UI processing pipeline, showing how platform-specific SDKs

integrate these three elements. Environmental sensors (cameras, depth sensors, IMUs) cap-

ture physical world data, which is processed through SDKs to create environmental under-

standing. Simultaneously, user input is captured through various modalities and interpreted

within the spatial context. These inputs are then processed by the platform’s rendering

engine to generate the final composite UI that is presented to the user through AR displays.

2.1.3 Current Uses of AR

Augmented Reality has evolved from experimental prototypes to practical applications across

a wide range of domains. Each field leverages AR’s unique capabilities to create new possibil-

ities for interaction, learning, and productivity. The following paragraphs highlight several

key application areas where AR has demonstrated significant impact or shown promising

potential. Although these examples are not exhaustive, they demonstrate the breadth and

variety of AR deployment.

Education AR has transformed educational practices by providing immersive, interac-

tive learning experiences across disciplines. In medical education, platforms like Microsoft

HoloLens enable students to visualize and manipulate 3D anatomical models to improve

their overall spatial understanding and learning experience [208]. For STEM subjects, AR-

Math [167] demonstrates how everyday objects can be transformed into an interactive math-

ematical learning experience, helping children explore arithmetic and geometry concepts

through lively and contextualized experiences.

Accessibility AR technologies can provide real-time object recognition, scene understand-

ing, and semantic segmentation to enhance situational awareness for users with accessibility

needs. CookAR augments kitchen tools with visual feedback to support people with low

vision in cooking environments [185]. RASSAR leverages LiDAR, camera data, machine

learning, and AR to semi-automatically identify, categorize, and localize indoor accessibility

and safety issues [259]. SoundShift explores how spatialized audio can enhance environ-

mental awareness for people with visual impairments [112].
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Figure 2.2: Overview of Augmented Reality User Interface. The yellow box represents

the three main components: perception of the physical world, virtual AR world, and user

interaction.
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Cultural Preservation and Tourism AR has been increasingly used to preserve cul-

tural heritage and enhance tourism experiences. At archaeological ruins and museums, AR

applications allow visitors to visualize reconstructions of ancient structures, interact with

virtual guides, and explore contextual information [294]. Museums like the Kaua’i Museum

have developed immersive virtual AR artifacts, allowing visitors to explore Kaua’i’s his-

tory in a unique and engaging way [48]. Studies show that such AR-enhanced experiences

significantly improve visitor engagement and knowledge retention [123].

Entertainment Gaming has long been a driving force in the advancement of AR technolo-

gies, with games like Pokémon GO demonstrating the potential of location-based, real-world

AR experience to engage millions of users globally. Beyond gaming, AR is now shaping new

forms of interactive media and live content creation. For instance, Ray-Ban Meta smart

glasses enable users to live-stream their first-person perspective in real time, allowing friends

and family to see through their eyes and share personal experiences remotely.

2.2 AR Security and Privacy

As AR technologies rapidly evolve, the computer security community and AR industry have

begun to identify key security and privacy challenges that are posed to end-users. Below,

I discuss prior works that have significantly contributed to a deeper understanding of these

challenges.

2.2.1 Risk from Perceptual Manipulations

AR’s immersive overlays pose unique threats by hijacking or distorting users’ sensory and

cognitive processes. In this section, we examine AR-specific manipulation attacks and recent

work on detecting and mitigating these threats.

Perceptual Manipulations in AR Given its immersive nature, AR can be an even more

powerful medium for perceptual manipulation. Previous work has explored different tech-

niques in AR to manipulate various kinds of human perception. Schmidt et al. [241] leverage

visual illusions to manipulate the perceived spatial relationships between the user and objects

in AR. Nakano et al. [211] developed a generative adversarial network-based AR application

that changes the appearance of food in order to manipulate users’ gustatory sensations. Pun-
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pongsanon et al. [223, 224] investigated how AR visual output can affect human perception

of haptic softness and bending stiffness. Researchers have also developed techniques that

manipulate users’ visual perception to imperceptibly redirect their movement in the physical

space [176, 261]. Recently, security researchers started to explore the potential of attacks

based on perceptual manipulation. Baldassi et al. [98] considered direct impacts on the

human brain, identifying sensory and perceptual risks (e.g., from accidentally or maliciously

induced visual adaptations, motion-induced blindness, and photosensitive epilepsy). Casey

et al. [110] present several proof-of-concept attacks that manipulate user visual perception

to direct their physical movement, collide with real-world objects, and induce motion sick-

ness. Lebeck et al. [178] discuss adversarial visual output that obscures important real-world

content (such as traffic signs).

Secure AR Output Management To defend against adversarial visual output, Lebeck

et al. [180] enforce output policies by developing a framework to prevent virtual content from

obscuring safety-critical physical objects. Their system demonstrated the need for context-

aware permissions that adapt based on environmental conditions rather than static grant

models. Lee et al. [184] presented AdCube, addressing WebVR ad fraud through practical

confinement techniques for third-party immersive content. Their work introduced isolation

mechanisms specifically designed for 3D interactive environments, preventing clickjacking,

sensory manipulation, and other AR-specific attack vectors. More recently, Xiu et al. [282]

leveraged vision-language models (VLMs) to identify adversarial overlay. In evaluations on

pre-collected datasets and live AR streams, ViDDAR achieves up to 92.15% % accuracy in

obstruction detection.

2.2.2 Privacy Risk from Sensitive Input

AR devices, equipped with advanced sensors, collect a substantial amount of user data, often

encompassing personal or sensitive information. In this section, we briefly discuss prior work

that examines security and privacy risks from these data and explore the various mitigation

strategies proposed to safeguard against these risks.

Eye-tracking Eye-tracking streams reveal not only where a user is looking, but also sen-

sitive user attributes, including gender, age, race, geographic origin, and a wide array of
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personal characteristics and preferences [174,194,277]. Moreover, fine-grained fixations and

gaze patterns can be leveraged for targeted marketing based on a user’s estimated interest

level [111, 284]. A line of work focuses on building privacy-preserving eye-tracking data.

For example, Li et al. [191] applied a formal privacy guarantee on raw eye gazes through

differential privacy. David-John et al. [125, 126] explored various mechanisms, such as tem-

poral downsampling and spatial downsampling to mitigate potential privacy risks from eye-

tracking data.

Motion Data Here we defined motion data as the user’s hand-tracking data and body

movement data. Recent studies showed users can be profiled and deanonymized based on

their hand-tracking data. For example, Pfeuffer et al. [221] demonstrated the feasibility of

identifying users from body motion. Nair et al. [210] performed a large-scale identification

on over 50,000 users by using head and hand movement data. They later proposed a new

technique named MetaGuard++ [20] that leveraged deep motion masking to anonymize MR

motion data.

Spatial Data Guzman et al. [149] first identified the security implications of 3D spatial

maps accessed by mobile MR applications. They performed spatial inference attacks over

various 3D spatial data captured to infer object semantic classes using HoloLens and ARCore.

Nama et al. [212] later designed a privacy framework for regenerating 3D point cloud data to

defend against spatial inference attacks. Recently, Farrukh et al. [135] exploited the spatial

data collected from an iPad to infer a user’s indoor location type. They propose techniques

like noise injection or restricting access to raw 3D spatial maps as countermeasures.

Bystander Privacy Unlike handheld cameras, AR headsets operate continuously, making

it unclear to bystanders when they are being recorded. Denning et al. [128] found that

bystanders of AR headset users are concerned about being identified, highlighting the need to

grant permission before being included in the AR recording. O’Hagan et al. [216] conducted

an online survey to examine bystanders’ privacy preferences and comfort with various AR

functionalities on hypothesized AR applications. This “stealth recording” risk is still under-

studied, but platform vendors have begun exploring hardware indicators (e.g., LEDs or audio

prompts) to signal active recording. Corbett et al. [122] proposed BystandAR to protect
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bystander visual (camera and depth) data in real-time with only on-device processing.

Permission Control Mechanisms To give users finer-grained control over sensitive AR

inputs, several permission frameworks have been proposed. In [159], Jana et al. presented

a new OS abstraction named recognizer to process raw sensor data and expose high-level

objects to AR applications, providing a least-privilege approach for sensor input. Roesner et

al. [235] build upon recognizer to specify permission policy on real-world objects. However,

these frameworks can be too restrictive in scenarios where rich visual data is desired for

functionality reasons. LensCap [156] by Hu el al. separates visual process, network process,

and storage process to give users more control over application usage. Erebus [170] by Kim

et al. is a domain-specific language (DSL) based access control framework that allow users

to define granular access control policies for sensitive functions like object detection, location

detection, and image detection.

2.2.3 Hardware as the Attack Surface

AR systems rely on complex hardware components including sensors, displays, processors,

and network, which each presenting potential attack vectors. Recent research has highlighted

how these hardware components can be exploited to compromise user security, privacy, and

even physical well-being.

GPU and Graphics Exploits The graphical processing pipeline in AR systems presents

multiple attack surfaces. Odeleye et al. [215] identified GPU-based attacks that deliberately

overload rendering resources, leading to dropped and missed frames that induce cyber sick-

ness for users. Taking a different approach, Wang et al. [275] exploited 3D avatar rendering

in the Apple Vision Pro to track gaze patterns and reconstruct keyboard inputs, demon-

strating how realistic avatar intended for social interaction and remote collaboration can be

used for sensitive input inference.

Charging Cable Vulnerabilities The charging cable for AR devices create unexpected

side channels. By observing minute fluctuations in the cable’s power and audio lines, Li

et al. [190] demonstrated the feasibility of inferring visual activities and audio output from

connected AR devices. This allows attackers to gather information about user activity
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without direct access to the device or its primary communication channels.

Sensor-Based Attacks The rich sensor in AR systems create multiple surfaces for privacy

attacks. Zhang et al. [291] revealed how high-level performance counters (e.g., CPU/GPU

frame rate, frame time, thread times, draw calls, vertex counts) can leak information about

user activity, as CPU frame rates plummet during complex spatial or hand-tracking tasks and

GPU frame rates shift under function calls for key application. In related work, Zhang et al.

[290] presented FaceReader, which reconstructs high-quality vital sign signals (breathing and

heartbeat patterns) based on motion sensor data. Motion sensors have also been exploited to

recover keyboard inputs: Meteriz-Yıldıran et al. [203] leveraged hand-tacking data to recover

typed content, achieving accuracy between 40% and 87% within the top-500 guesses. Slocum

et al. [249] improved this attack by applying machine-learning models to high-resolution

head-pose time series, achieving over 90% accuracy in recovering passwords under controlled

conditions.

Network Attacks While previous work demonstrates that users’ motion and behavior

can leak sensitive input, Su et al. [260] consider a threat model where they were able to

reverse engineer network packets from popular multi-user VR applications to infer the typed

content. Through user studies in Rec Room and other popular VR apps, their attack achieves

up to 98 percent top-1 accuracy with inferred typed content.

2.3 Miscellaneous and Orthogonal Work

Cognitive Vulnerabilities to External Stimuli Prior work in non-AR contexts already

showed how human cognition and perception can be distracted or manipulated by exogenous

cues (i.e., external stimuli). For example, a line of research [136, 155, 177, 265] studied how

visual reaction time is sensitive to visual stimuli. Yantis and Jonides [287] showed that an

object with sudden onset was always processed first. Neyens and Boyle [213] suggested that

cell phone usage while driving is associated with cognitive, auditory, and visual distractions,

causing a high likelihood of vehicle accidents. Simons and Chabris conducted the famous

attentional blindness experiment in 1999 [247]. When asked to perform a task that required

full attentional resources, subjects often failed to see a gorilla in the midst of the experiment.

Our study design in Chapter 5 were built on top of these studies from classic psychology
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and cognitive science literature.

Empirical Analysis of AR Platforms As AR platforms continue to emerge and de-

velop, recent work has compared and evaluated AR platforms in various performance and

functionality criteria. Scargill et al. [240] investigate AR object placement stability in mobile

AR platforms. Slocum et al. [248] measure the spatial inconsistency when placing virtual

objects in the real world on ARCore, while Lee et al. [183,230] analyze the AR object place-

ment deviation on WebXR. Other works have proposed functionality metrics, such as general

performance (CPU/memory use) [214] body movement and marker-based tracking [93,270],

accessibility and ease-of-use [267], lighting estimation [218], and plane and feature point

detection [218] that allow direct comparison across multiple AR platforms. Our work in

Chapter 3 and Chapter 4 builds upon these evaluation approaches but focuses specifically

on empirically evaluating the security and privacy across these AR platforms.

2D UI Security UI security in 2D has been well-studied. For example, early work in

this space included secure windowing systems like Trusted X [133] and EROS [242]. More

recently, a line of work considered UI security requirements and threats on Android and

iOS [94,103,116,187,232]. Luo et al. [197] provide a thorough analysis of UI vulnerabilities

in mobile browsers. As mentioned, there is also significant prior work mitigating clickjacking

attacks on the web and in other contexts (e.g., [157]). Our work in Chapter 4 takes the next

step in the broader space of UI-level security, studying emerging AR platforms

Permission Perception Users rely on dialogs in the permission-granting process to learn

about the potential utility and privacy risks associated with certain permissions, all of which

allow users to make informed decisions. Many previous works aim to understand what

concerns users have when granting permissions [102,137–140,209], and how to better design

the permission/warning dialog to increase transparency for the users [141, 278]. Prior work

assessing the efficacy of permission systems has used comprehension to determine the extent

to which users are informed about the permissions being requested. Felt et al. [140] first

studied the effectiveness of Android install-time permission, and Shen et al. [243] investigated

users’ comprehension of the runtime permission model on iOS and Android. Harborth et

al. [151] evaluated user comprehension of permissions requested in mobile AR applications.
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Their results suggested that users are concerned with current permissions in AR, such as

speech and face recognition, yet the mobile system did not request permission to collect such

data. As discussed in Chapter 3, my collaborators and I examine how users perceive emerging

AR-specific permissions for eye-tracking and hand-tracking. We identify opportunities for

AR platforms to effectively communicate about utility and privacy through permission UI

flows.
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Chapter 3

Input: Eye-Tracking and Hand-Tracking Permission

Design

This chapter considers input, the first phase of the AR system data flow highlighted in

Chapter 1. It explores challenges within the permission design of novel input modalities

that are equipped by current AR devices, such as eye-tracking and hand-tracking sensors.

More specifically, this chapter investigates the current technical landscape of these new sens-

ing permissions and how end-users perceive and understand associated privacy and utility

implications from the permission-granting flow. While the literature on permission design

for mobile or web platforms with sensory input data is rich, there have been no empirical

studies on permission design in the context of Augmented Reality headsets. In pursuit of

this objective, we conducted an online survey with 280 participants to investigate user com-

fort, comprehension, and willingness regarding eye-tracking and hand-tracking permissions

designs for three major AR platforms (HoloLens 2, Quest Pro, and Vision Pro). Based

on the results, we discuss how current AR platforms can better communicate existing pri-

vacy protections, enhance privacy-preserving designs, or more effectively communicate risks.

The work in this chapter, User Comprehension and Comfort with Eye-Tracking and Hand-

Tracking Permissions in Augmented Reality, was first published and presented at the 15th

Usable Security and Privacy Symposium (USEC) in 2025 [118].

3.1 Introduction

Augmented reality (AR) technologies have reached the cusp of commercial viability, trans-

forming how we interact with the real world, the digital world, and ourselves. Unlike tradi-
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tional 2D contexts where users interact with content on flat screens, extensive research from

industry and academia aims to reinvent how users naturally and smoothly interact with

the virtual 3D world. Eye-tracking [50, 70, 106, 172] and hand-tracking [67, 68, 124, 199] are

integral to this evolution, enhancing user immersiveness [97, 106] and bringing different yet

more intuitive and natural input modalities.

Existing consumer-facing AR headsets, such as Microsoft’s HoloLens 2, Meta’s Oculus

Quest Pro, and Apple’s Vision Pro, are already equipped with advanced sensors to perform

eye-tracking and hand-tracking. As core input mechanisms for AR systems, these sensors

enable exciting functionalities, such as navigating and interacting with the virtual space using

eye gaze [50,56] and hand gestures [51,59,66], or system performance optimizations [61].

Despite the potential benefit these new features bring, existing research has highlighted

privacy concerns associated with both eye-tracking and hand-tracking sensors. Because

these sensors continuously monitor and record streams of fine-grained biometric data, they

introduce unprecedented risks related to the collection, use, and potential misuse of user

input. For instance, the data captured by these devices could be used for inferring sen-

sitive user attributes [174, 194, 277], predicting interest level [111, 284], and revealing user

identity [193,210,221].

Depending on the system design, AR systems or applications may access the data from

these sensors by asking users for permission, or access may be passively enabled by de-

fault. End users may grant or deny permission requests based on their expectations of the

utility-privacy tradeoff. If users consent to these sensors without fully understanding the

associated risks, they may unintentionally expose themselves to privacy violations and se-

curity threats [198,246]. On the other hand, clear communication of the data collection and

privacy techniques can effectively increase users’ willingness to adopt new technologies [281].

While the literature on mobile or web platforms is rich, to our knowledge, there have been

no empirical studies on permission-granting in the space of Augmented Reality headsets.

Given that eye-tracking and hand-tracking serve as primary input channels in today’s

AR systems, understanding how these input permissions are managed becomes critical for

the broader AR ecosystem. Thus, our first foundational research question is focused on com-

prehensively assessing how permission management works on exemplar examples of modern
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AR technologies:

• RQ1: Current Landscape. What is the current technical landscape for eye-tracking

and hand-tracking permissions in AR platforms?

For this work, we focus on three leading examples of AR technologies: the Microsoft

HoloLens 2, the Meta Oculus Quest Pro, and the Apple Vision Pro. We base our analysis

on experimentation with real devices and publicly-available information. Informed by our

findings to RQ1, we next explore the answers to the following two research questions. At

a high level, these research questions ask: how do users feel after being presented with the

permission dialogs from the HoloLens 2, the Oculus, and the Vision Pro (e.g., how do they

feel about their privacy) (RQ2), and do they understand what it means to grant a permission

on these devices (e.g., what are the privacy implications of granting permission) (RQ3)?

More precisely, our next two research questions are:

• RQ2: User Perceptions. How do people perceive different platforms’ privacy per-

mission flows for eye-tracking and hand-tracking in AR? We explore the extent to

which people feel comfortable and informed about these permissions.

• RQ3: User Comprehension. After viewing the information provided by the per-

mission flow, how well do people comprehend the permissions, their capabilities, and

the associated privacy risk?

To answer RQ2 and RQ3, we conducted a survey of 280 participants. In this survey,

we showed participants screenshots of the permission-granting interfaces for the HoloLens

2, Oculus, and Vision Pro. We asked participants to what extent they felt comfortable and

informed about the permission, confident about the protection of sensitive data, and how

clear they found the permission flow to be. We explicitly recruited participants who had

no prior experience with AR, in order to capture people’s comfort and comprehension on

their first exposure to these permission-granting flows, rather than relying also on their past

experiences.
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Among our findings, we observe that: (1) the extent to which participants felt com-

fortable and informed depended on the device, sensor, and whether they were considering

system-level or app-level access (Section 3.4.1). (2) Participants experienced greater diffi-

culty understanding privacy implications compared to utility, and are generally less informed

at the app-level compared to the system-level (Section 3.4.2). (3) Participants were largely

uninformed about data handling processes, for example, whether the system or application

shares their data with external servers, has access to the raw data, or accesses their data in

the background (Section 3.4.3).

Additionally, we investigate what factors participants report would contribute to their

willingness to try eye- and hand-tacking enabled AR technologies (RQ4, Section 3.4.4). For

example, how do participants weigh the importance of understanding who has access to their

data or why these data are being collected?

• RQ4: Factors that Impact User Decisions. What permission-related factors do

people report as important in their decision-making process around whether or not to

try eye- and hand-tacking enabled AR technologies in the future?

Stepping back, we then compare the results between perception (RQ2), comprehension

(RQ3), and self-reported decision factors (RQ4) to identify (mis)alignments (Section 3.5).

For example, we identify cases where comfort may be found in part in a misunderstanding of

the actual implications or implementation of a permission, meaning that people may believe

a permission is more or less privacy-invasive than it actually is. We discuss how future AR

systems could improve the permission-granting flow for eye-tracking and hand-tracking input

while better communicating privacy implications, and/or implementing privacy protections

currently lacking.

Disclosure We have reported all of our findings to Apple, Meta, and Microsoft.

3.2 Current AR Permission Granting Landscape

3.2.1 Methodology

To understand the current landscape of eye-tracking and hand-tracking permissions in to-

day’s AR platforms, we investigated three high-profile publicly available platforms: HoloLens
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2 (from Microsoft), Quest Pro (Oculus, from Meta), and Vision Pro (from Apple). Our team

conducted multiple rounds of structured brainstorming to generate and refine properties rel-

evant to eye- and hand-tracking permission granting (e.g., whether applications have access

to eye-tracking data when running in the background).

After finalizing the properties, the lead author examined the documentation and the pri-

vacy policies, and built applications on each device to evaluate each property. We performed

our initial evaluation in October 2023 and verified them on the up-to-date AR operating sys-

tem (Holographics version 24H1, Oculus Quest version 65, and visionOS version 1.1) in May

2024. All authors iteratively validated the findings and resolved disagreements.

We highlighted that our findings are based on snapshots of the ever-changing AR per-

mission ecosystem, and the results might be subject to change in future upgrades. For

example, we noticed several changes in the permission UI for Oculus hand-tracking and

eye-tracking privacy notice, though these changes didn’t affect system capability. Never-

theless, our findings can serve as a benchmark to evaluate how the permission landscape

evolves. We summarized the selected properties in the “Permission Comprehension” column

in Appendix A.5, highlighting our findings for each AR platform using an underline. The

complete list of reasoning and supporting references is available in Appendix A.2.

3.2.2 Eye-Tracking Permission

Permission Request We find that only Oculus requests the user’s permission to perform

eye tracking on a system level, as shown in Figure 3.1. The permission dialog from the

system illustrates the potential utility of eye-tracking and the privacy-preserving techniques

Oculus deploys. In contrast, eye-tracking capability is enabled by default for HoloLens or

Vision Pro on the system level, given it’s one of the primary input modalities (as opposed

to controllers for Oculus). Developers could request eye-tracking permission on Oculus and

HoloLens as shown in Figure 3.2, but not on Vision Pro.

Data Granularity All three platforms prevent applications from accessing raw eye-tracking

images due to significant privacy concerns. For Oculus and HoloLens, the provided eye-

tracking APIs [50, 60] include abstracted eye-tracking data, comprising a stream of gaze

vectors to represent the user’s eye orientation and movement patterns [63, 70]. However,
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Figure 3.1: Oculus: System-level eye-tracking permission.

neither platform controls how third-party entities use, store, or share users’ abstracted gaze

data [63].

Compared with Oculus and HoloLens, Vision Pro employs a different, arguably more

privacy-preserving, data collection model. According to their Privacy Overview report [83],

Apple acknowledges that (abstracted) eye-tracking data, including the content the user

looked at or the duration they looked at it, could potentially reveal a user’s thought processes.

As a result, while Vision Pro enables eye-tracking permission by default, the processed eye-

tracking data is not available to Apple, third-party entities, or websites. Instead, developers

utilize Apple’s native event-handling mechanisms, such as UIKit [89] or SwiftUI [88], to

manage user interactions automatically. As users navigate applications, visionOS processes

and renders visual effects that respond to where they look on the device.

Data Transmission While Oculus is the only platform that requests permission to enable

eye-tracking on a system level, we also find that it is the only platform to collect and retain
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(a) HoloLens 2: App-level permission (app

name blurred for anonymity)

(b) Oculus: App-level permission (app name

blurred for anonymity)

Figure 3.2: App-level Eye-tracking dialogs

user’s eye-tracking data. Specifically, Oculus stored the abstracted gaze data and users’

interactions with eye tracking in their company server. As stated in their privacy policy [63],

the eye-tracking data will be associated with users’ accounts until Meta “no longer need it

to provide the service or improve the eye-tracking feature”.

3.2.3 Hand-Tracking Permission

Permission Request Similar to eye-tracking, only Oculus requests the user’s permission

to perform hand-tracking on a system level, as shown in Figure 3.3. The permission dialog

illustrates the potential utility and provides a reference link to the privacy policy. Vision

Pro is the only platform that requests app-level permission for hand-tracking, as shown in

Figure 3.4b, whereas the other two platforms automatically grant applications access to the

hand-tracking API. The only platform that supports background access for hand-tracking is

HoloLens, as shown in Figure 3.4a.

Data Granularity All platforms provide an abstract representation of the user’s hand-

tracking through hand skeleton data. With the underlying recognition model, the system can
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Figure 3.3: Oculus: System-level hand-tracking permission.

understand users’ gestures, hand position, relative hand size, and hand movement. The only

difference is that the developers can get access to the user’s hand-tracking data without an

additional prompt on HoloLens and Oculus (if the user already granted it to the system). For

Vision Pro, the hand-tracking data is only available to the developer when the application

is in an immersive space [68].

Data Transmission While Oculus is the only platform that requests permission to enable

hand-tracking at the system level, it also processes and shares the hand-tracking data with

the Oculus server, where it is retained for 90 days [64]. For HoloLens, the hand-tracking

data is processed on the device and is not stored [86] and for Vision Pro, the hand-tracking

data is only stored on-device [83].

3.3 User Study Methodology

To answer RQ2-RQ4, we designed and ran a user study.
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(a) HoloLens: Background access permission

for applications. (system name blurred for

anonymity)

(b) Vision Pro: App-level permission (app

name blurred for anonymity)

Figure 3.4: Hand-tracking permission dialogs

3.3.1 Survey Design and Procedure

Inspired by the different permission-granting processes across different sensors and platforms

we documented in Section 3.2 (RQ1), we designed a survey to study users’ comfort, the ex-

tent to which users perceive themselves as informed by the permission granting processes,

their comprehension of the permissions, and what factors impact their likelihood of using

these devices in the future. This survey, launched online on Prolific in May 2024, assessed

perceptions of three AR platforms, with questions designed to answer our research ques-

tions of interest. The complete list of survey questions and instructions are available in

Appendix A.1.

After consenting to participate, participants read that we were investigating perceptions

of augmented reality technologies. Participants saw several image examples of AR headsets,

and were asked about their familiarity and experience with AR headsets, both broadly
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and with the headsets investigated in this study specifically. Participants were excluded

from analyses (but still received payment) if they indicated they had used any of the three

headsets investigated here. Next, participants read that AR headsets have different sensors

recording data while the headsets are in use, and that users typically view permission dialogs

prompting them to allow or deny the headset access to these data. Participants were told

they would view permission dialogs and rate their impressions for two different sensors.

Participants were randomly assigned on a between-subjects basis to evaluate one of three

mainstream AR headsets: Meta’s Quest Pro, Microsoft’s HoloLens 2, or Apple’s Vision Pro.

The company and device names were anonymized in the survey to avoid biasing evaluations.

Participants evaluated the device’s eye-tracking and hand-tracking permissions in random

order on a within-subjects basis.

For each sensor, participants were asked to imagine they were using an AR/MR headset

with the sensor feature. First, participants read that they were navigating the system-level

permission settings for a given sensor. In general, this was followed by a real screenshot of the

platform’s permission dialog, or several dialogs depending on the platform’s interface, with

all screenshots accompanied by alt text. We also presented other screenshots to simulate

the experience of enabling eye- or hand-tracking, such as the hand visualizations that users

see when they put on the headset. For platforms that did not explicitly ask for the user’s

permission for a given sensor, we told participants that the permission was enabled by

default. This part of the survey was designed to follow a user’s actual permission-granting

process within a given platform as closely as possible. See Appendix A.1 for screenshots.

To assess the extent to which people feel comfortable and informed while experiencing the

permission flow (RQ2), participants answered several questions about their perceptions of

the dialogs and the device more broadly. Participants responded to a series of 5-point Likert

scale questions assessing how informed they felt about both the utility of the permission

and its associated privacy risks, their confidence that their data will be securely stored, the

extent to which they know what data will be collected and how it will be used based on the

permission screenshots presented, and how comfortable they felt using the device (see full

questions and scales in Appendix A.1).

We then sought to explore whether the interfaces impacted users’ actual understanding
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or misperceptions of the system’s capabilities and privacy protections (RQ3). Participants

responded to a series of True or False questions about the system’s capabilities and privacy

(e.g., “The system can identify which real-world objects you are looking at;” “The system can

retain the image of your hand on the AR/MR headset”). For each statement, participants

indicated whether they believed it was True or False, or indicated “I don’t know.” Our

team conducted multiple rounds of interactive brainstorming and preliminary experiments

to generate questions and finalize answers. These questions are inspired by prior studies on

mobile permissions (e.g., [140]).

After answering the above questions, participants were then told to imagine they were

opening an app on the headset to navigate the app-level permission settings for the device.

Here again, participants saw screenshots of permission dialog(s), or received alternative

information about the permissions as applicable. Participants responded to the same ques-

tions as for the system-level, assessing comfort with the app, how informed they feel, and

a similar series of true/false/I don’t know questions about the app’s capability and privacy

protections.

Finally, participants read that we wanted to understand what information about the

system and app would help them feel more comfortable using this technology in the future.

Participants were shown five factors relevant to permission dialogs (i.e., knowing who will

have access to the data, how the data will be stored, how the data will be transmitted, what

type of data will be collected, and the purpose of collecting the data). Participants selected

their top three most important factors (in no particular order).

Participants answered all questions for a given sensor before evaluating the next sen-

sor. After evaluating both sensors, participants responded to an attention check, reported

demographic information, and received payment through Prolific.

3.3.2 Ethics

The study was deemed Exempt by the university’s Human Subjects Review Board (IRB).

Participants were anonymous and identifying data were removed or not obtained. Partici-

pants could leave the survey at any time. Participants were compensated based on Prolific’s

guidelines (see below).
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Gender Age Race/Ethnicity

Man 48.2% 18-24 7.4% White 87.5%

Women 47.5% 25-34 26.2% Black or African American 4.6%

Undiscl. 4.3% 35-44 21.4% Asian 2.5%

45-54 21.0% American Indian / Alaskan Native 1.4%

55-64 14.4% Native Hawaiian / Pacific Islander 0.4%

65+ 9.6% Mixed 0.4%

Undisclosed 3.2%

Table 3.1: Breakdown of participant demographics by gender, age, and race/ethnicity.

3.3.3 Participants

We conducted an a priori power analysis using G*Power to determine how many participants

were needed to detect a moderate effect size. This analysis determined that 260 participants

would be sufficient to detect an effect size of d = 0.35 at 80% power in an independent-samples

t-test. This sample size also provides sufficient power to detect effect sizes of n2
p < .010 in

mixed-model ANOVAs.1 In actuality, 292 adult U.S. crowdworkers on Prolific completed the

13-minute survey online in exchange for payment, with compensation set based on Prolific’s

guidelines ($12 hourly rate). We excluded participants from analyses who failed to pass an

attention check and who indicated they had used either Oculus, HoloLens, or Vision Pro.

Participants excluded from analyses still received payment. After exclusions, our analyses

includes 280 participants. Participants’ demographics are included in Table 3.1.

3.3.4 Limitations

We consider several limitations of our study’s design. First, a survey with screenshots may

not fully capture the complete experiences of a user wearing an AR headset. Beyond the

different modality, there may also be additional information in the device’s initial setup flow,

such as a 3D video, that helps communicate permission-related impressions to users that are

not captured by our survey design. Similarly, app developers can customize the permission

dialog text on Vision Pro or provide justifications before the dialog on Oculus and HoloLens,

1These data do not meet all normality assumptions for ANOVAs. However, prior work shows that
ANOVAs are robust against non-normality when the sphericity assumption is met, as it is in our data [105].
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meaning that the information shown in the app-level dialog may depend heavily on that

customization in practice. Second, our attempt to anonymize company and device names

in the survey may not have always been successful. Since certain UI characteristics are

manufacturer-specific, they may have been recognizable to some participants, influencing

their perceptions. Third, our analysis of participant comprehension depends on our own

understanding of the correct answers to the true/false questions (see Appendix A.2 for our

understanding). Nevertheless, we believe it is valuable to understand what participants

believe the answers are based on the permission dialogs they see as this understanding will

influence user perception and decisions. Lastly, permission designs are subject to change as

platforms evolve and update their SDKs. The observations and analyses presented here are

based on our understanding of the systems in May 2024. Despite these limitations, our study

sheds light on people’s perception and comprehension of novel AR platform permissions

and evaluates key aspects of the current designs of these platforms’ permission models and

dialogs. Future work must continue to revisit these questions as the technology and app

ecosystems evolve, just as a decade or more of research studied the smartphone permission

and app ecosystem.

3.4 Survey Results

We investigated perceptions of eye-tracking and hand-tracking based on the permission flow

(RQ2), comprehension of utility and privacy implications (RQ3), and information deemed

particularly important to include in the permission dialog (RQ4).

3.4.1 RQ2: Perceptions of Permission Flows Differ Across Devices, Sensors,

and Use Level

We investigated the extent to which participants felt comfortable and informed using the AR

headset. In the sections below, we explore how participants’ perceptions depended on the

device and sensor type. Thus, we conduct a series of mixed-methods ANOVAs and t-tests

on each dependent variable. We focus on system-level perceptions to avoid inflating Type I

errors with additional comparisons at the app-level.
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Figure 3.5: System-level perceptions compared across devices. Red lines (labeled “E”) repre-

sent eye-tracking and blue lines (labeled “H”) represent hand-tracking. Arrows point to the

device that was rated significantly higher on the item. Dashed lines = non-significant.

Comfort

We conducted a mixed-method ANOVA on participants’ comfort level with sensor type (eye-

tracking, hand-tracking) as a within-subjects variable and device (Oculus, HoloLens, Vision

Pro) as a between-subjects variable. Participants’ comfort was impacted by both the device

and the sensor type, indicated by a significant interaction between sensor type and device,

F (2,277) = 16.108, p < .001, n2
p = .104 (see all system-level comparisons in Figure 3.5).

We conducted t-tests across devices and sensors to decompose this interaction. We first

observed differences in comfort across devices. In the context of eye-tracking, participants felt

similarly comfortable using Oculus and HoloLens, (p = .387, d = 0.13), but felt significantly

more comfortable using both Oculus and HoloLens as compared to Vision Pro (ps < .009,

ds > 0.38). In the context of hand-tracking, participants felt significantly more comfortable

using Oculus compared to both HoloLens (p < .001, d = 0.63) and Vision Pro (p = .040,

d = 0.32). Participants also felt significantly less comfortable using HoloLens than Vision

Pro for hand-tracking (p = .034, d = −0.31).

Differences in comfort between the sensors, on the other hand, emerged only within

HoloLens. Participants who saw dialogs from Oculus or Vision Pro were similarly comfort-
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able with eye-tracking and hand-tracking (ps > .150, ds < .16). But participants who saw

HoloLens dialogs felt significantly more comfortable with the eye-tracking sensor than the

hand-tracking sensor (p < .001, d = 0.58).

Feeling Informed about Permission Utility

We next investigated the extent to which participants felt informed about the utility of the

permissions. At the system level, there was a significant interaction between device and

sensor type, F (2,277) = 11.394, p < .001, n2
p = .076. For eye-tracking, participants felt

similarly informed about the utility of Oculus and HoloLens (p = .694, d = 0.06). However,

participants felt significantly more informed about the utility of both Oculus and HoloLens

as compared to Vision Pro (ps < .040, ds > 0.30). For hand-tracking, participants felt

significantly more informed about the utility of Oculus than HoloLens (p < .001, d = 0.63).

There was no significant difference between Oculus and Vision Pro (p = .122, d = 0.24).

Participants felt significantly less informed about the utility of HoloLens compared to Vision

Pro (p = .013, d = −0.36). We next compared differences on the system-level in the extent

to which people felt informed about the utility across eye-tracking and hand-tracking. For

both Oculus and HoloLens, participants felt significantly more informed about the utility

of eye-tracking as compared to hand-tracking (ps < .030, ds > 0.24). This difference was

non-significant amongst participants who saw Vision Pro (p = .320, d = 0.11).

Feeling Informed about Privacy

We next investigated the extent to which participants felt informed about the associated

privacy risk of the permissions. Once again, at the system-level, there was a significant

interaction between device and sensor type, F (2,277) = 4.027, p = .019, n2
p = .028. In

the context of eye-tracking, participants who saw Oculus felt more informed about the

privacy risks than participants who saw Vision Pro (p = .031, d = 0.33), but no other

device comparisons were significant (ps > .200, ds < 0.18). In the context of hand tracking,

participants who saw Oculus felt more informed about the privacy risks than participants

who saw either HoloLens or Vision Pro (ps < .035, ds > 0.32), whereas participants in the

latter two conditions did not significantly differ (ps = .184, d = −0.19).

Comparing across sensors at the system-level, we found that participants who saw both
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Oculus and HoloLens felt more informed about the privacy risks of eye-tracking than hand-

tracking (ps < .022, ds > 0.24). This difference was non-significant amongst participants who

saw Vision Pro (p = .103, d = 0.18).

Confidence in Security

We investigated how confident participants felt about the system’s ability to securely store

their data. There was a significant interaction between device and sensor type, F (2,277) =

4.888, p = .008, n2
p = .034. For eye-tracking, participants felt more confident about Oculus

than Vision Pro (p = .048, d = 0.30), and all other comparisons were non-significant (ps >

.110, ds < 0.24). For hand-tracking, participants felt more confident about Oculus than

HoloLens (p = .011, d = 0.37), and all other comparisons were non-significant (ps > .190,

ds < 0.20). Comparing across sensors at the system-level, participants who saw either Oculus

or HoloLens felt more confident in the system securely storing their eye-tracking data than

their hand-tracking data, (ps < .015, ds > 0.27). There was no difference in confidence across

sensors for participants who saw Vision Pro (p = .334, d = 0.11).

Data Use Clarity

Finally, we investigated the extent to which participants felt they knew what data would be

collected and how it would be used (i.e., data clarity) based on the permission flow. At the

system-level, there was a significant interaction between device and sensor type, F (2,277) =

10.376, p < .001, n2
p = .070. In the context of eye-tracking, there was no significant difference

in data clarity across Oculus and HoloLens (p = .817, d = 0.03). However, participants felt

more data clarity from both Oculus and HoloLens as compared to Vision Pro (ps < .022,

ds > 0.33). In the context of hand-tracking, participants felt more data clarity from Oculus

as compared to both HoloLens and Vision Pro (ps < .008, ds > 0.40), and participants in the

latter two conditions did not significantly differ (p = .141, d = −0.22).

Comparing across sensors, across all three devices, participants felt more data clarity

about the eye-tracking permission than the hand-tracking permission (ps < .026, ds > 0.24).
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Table 3.2: Participant comprehension correctness summary. Hol is HoloLens, Oc is Oculus,

Vis is Vision Pro, Avg is the performance on each category, Avg-S is the performance on

each sensor, and Avg-T represents the overall performance across all questions.

Hol Oc Vis Avg Avg-S Avg-T

Eye
Util 54.7% 59.8% 43.2% 52.8%

42.6%

43.3%
Priv 30.2% 45.5% 21.7% 32.4%

Hand
Util 56.0% 62.1% 56.3% 58.0%

44.0%
Priv 30.3% 31.0% 28.5% 30.0%

Relationship Between Comfort and Feeling Informed

The findings above clearly demonstrate that the extent to which participants feel comfort-

able, informed, and confident are impacted by the permission dialogs and the sensor tracking

data in nuanced ways. At a higher level, we were also interested in whether participants

who feel more informed also feel more comfortable using the device. Collapsed across all

devices and sensors, feeling informed about the utility of the permission (r = .628. p < .001)

and feeling informed about the associated privacy risks of the permission (r = .595, p < .001)

were each correlated with comfort using the device or app. This correlation underscores the

importance of felt comprehension. Similarly, the extent to which people felt confident that

the device was securely storing their data (r = .792. p < .001) and felt clear about the data

use policies (r = .668. p < .001) were also each correlated with comfort using the device or

app. Regardless of actual understanding, feeling more informed and confident after read-

ing permission dialogs may create a more comfortable experience for users — though not

necessarily a more privacy-preserving one.

3.4.2 RQ3: Permission Comprehension Overview

Users can only make informed security and privacy decisions if they understand the implica-

tions of those decisions. The trade-offs between utility and privacy represent the benefits and

risks inherent in these choices. Hence, it is crucial that systems are designed to clearly com-
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Table 3.3: Comparing the level of comprehension regarding the system-level permission and

application-level permission. See Table A.5 for details.

Category System App Diff

Hololens-Eye
Utility 73.0% 36.4% -36.6%

Privacy 30.9% 29.5% -1.4%

Hololens-Hand
Utility 57.1% 54.9% -2.2%

Privacy 40.2% 32.8% -7.4%

Oculus-Eye
Utility 67.9% 51.7% -16.2%

Privacy 49.5% 41.4% -8.1%

Oculus-Hand
Utility 62.9% 61.4% -1.5%

Privacy 40.2% 21.7% -18.5%

Vision-Eye
Utility 70.7% 15.6% -55.1%

Privacy 17.6% 25.9% +8.3%

Vision-Hand
Utility 56.6% 56.1% -0.5%

Privacy 26.3% 30.7% +4.4%

municate these factors, enabling users to navigate this balance with clarity and knowledge.

In addressing RQ3, we investigate this dynamic by analyzing comprehension differences (1)

across various sensors, (2) between system-level and app-level permissions, and (3) among

different devices. Appendix A.2 provides the “answer key”, to the best of our knowledge.

Comprehension Across Sensors

We first scored participants’ answers to the true/false questions. We found that participants

had a slightly better understanding of hand-tracking (average 44.0% across three platforms)

than eye-tracking (average 42.6% across three platforms). Although participants generally

understood the utility of eye-tracking and hand-tracking, on average scoring 52.8% and

58.0% on utility-related questions respectively, their understanding of privacy implications

was noticeably lower. Specifically, participants only correctly answered an average of 32.4%

of the privacy questions for eye-tracking and 30.0% for hand-tracking.
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Comprehension Across System-Level and App-Level Permissions

We explored whether respondents’ comprehension differs between system-level permissions

and app-level permissions, where we see different technical and UX designs. As shown in

Table 3.3, in all conditions examined, participants tended to be less informed regarding

the utility of permissions within the application compared to their understanding of the

same permission within the system. We observe a sharp decline in the understanding of

eye-tracking utility at the app level for HoloLens (a decrease of 36.6%) and Vision Pro

(a decrease of 55.1%). For participants’ comprehension of privacy, we observe a similar

declining pattern in the understanding of eye-tracking and hand-tracking privacy at the app

level for both HoloLens and Oculus. The only exception is Vision Pro, where app-level

privacy comprehension is better than system-level.

Comprehension Across Devices

Lastly, we assess whether users’ comprehension differs across the three devices’ permission-

granting flows. Table 3.2 summarizes the comprehension score across devices. We conducted

two-sample Z-tests to compare across devices. Participants who saw Oculus had a signifi-

cantly higher comprehension of the eye-tracking utility (z = 2.1842, p = .029) and privacy

(z = 3.3082, p < .001) compared to participants who saw Vision Pro. Participants who

saw Oculus also showed significantly higher comprehension of privacy than participants who

saw HoloLens (z = 2.2008, p = .028), but utility comprehension did not significantly differ

(z = 0.7158, p = .472).

For hand-tracking, although participants who saw Oculus showed descriptively higher

comprehension of the sensor utility, comprehension did not significantly differ from partici-

pants who saw Vision Pro (z = 0.7762, p = .435) or HoloLens (z = 0.8611, p = .390). Similarly,

hand-tracking privacy comprehension among participants who saw Oculus was descriptively,

but not significantly, higher than comprehension amongst participants who saw Vision Pro

(z = 0.3595, p = .719) or HoloLens (z = 0.1055, p = .912).
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3.4.3 RQ3: Specific Permission Comprehension

We next deeply investigate specific permission comprehension questions. We investigate the

questions participants frequently answered incorrectly, indicated in a red color in Table A.5.

We identified six topics where misperceptions commonly occur. In some cases, participants

underestimate privacy risks, and in other cases, they overestimate them (i.e., underestimate

privacy protections). We also identified topics where participants showed good comprehen-

sion.

Overestimating Access to Raw Data Retention

Our results revealed a significant gap in participants’ awareness regarding the system’s or

application’s capability to retain unprocessed images of the eye or hand. When asked if the

device could retain raw data, on average over 42% of respondents across all three platforms

believed that the system could store unprocessed eye-tracking data, and over 48% believed

the system could store raw hand-tracking data. In terms of the raw eye-tracking data, both

HoloLens and Vision Pro retain identifiable iris data from users. While this information

is encrypted on the device, it is important to ensure transparency in how these data are

generated and how the raw data will be processed after iris patterns are generated. Oculus

explicitly states that it does not store any raw eye-tracking data [57], yet only 14.8% of

participants answered this question correctly. For hand-tracking, both HoloLens and Vision

Pro stored processed hand-tracking, such as hand gestures for system interactions [86] and

size and the shape of your hand [83]. Oculus again states that it does not store any raw

hand-tracking data [64], but only 9.1% of participants answered this question correctly.

Uninformed of Data Uploaded to System Servers

Participants were also largely uninformed about these platforms’ eye-tracking and hand-

tracking data-sharing practices. At the system-level, we found that 30% of participants

believed that Oculus does not share eye-tracking data with external servers, and another

40% were unsure. Oculus’s privacy policy states that abstracted gaze data is sent to and

stored on their servers and will be dissociated from individual accounts when they no longer

need it [63]. Many participants who saw HoloLens (49.5%) and Vision Pro (56.5%) were also
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unsure whether eye-tracking data would be shared with an external server, though Vision

Pro explicitly mentions that eye data will not be shared with Apple, and HoloLens states

that it avoids passing any identifiable information in their privacy statement. Similarly,

we found that participants were largely uninformed about the hand-tracking data-sharing

practice for HoloLens (57.9%), Oculus (56.8%), and Vision Pro (64.7%). Based on the

privacy policy, we find that both HoloLens [86] and Vision Pro [83] stored abstracted hand-

tracking information on the device, while Oculus shared the hand-tracking data with the

Oculus server [64].

Overestimating Permission Model for HoloLens and Vision Pro

On a system level, we found that participants overestimated their ability to control the

platform’s access to their data through permissions. For example, 92.5% of participants

believed they could control the system’s access to eye-tracking data on HoloLens, and 87.1%

believed the same for Vision Pro. For hand-tracking, 57.9% and 82.4% of participants held

this assumption for HoloLens and Vision Pro, respectively. In reality, eye-tracking and hand-

tracking for these systems are enabled by default. While both HoloLens and Vision Pro have

adopted privacy-enhancing techniques to protect eye- and hand-tracking data, which are the

primary source of interaction, our findings highlight a gap in user understanding of data

control and practices on these platforms.

Overestimation of Background Data Access for Oculus and Vision Pro

Another common misunderstanding for Oculus and Vision Pro was the belief that applica-

tions could access eye-tracking or hand-tracking data in the background. From our exper-

imentation, there was no direct API that allowed such background access. However, only

a small percentage of participants answered correctly: 21.5% for eye-tracking and 11.6%

for hand-tracking. For hand-tracking on HoloLens, the majority of participants (87.9%)

answered correctly, likely due to the permission dialog clearly illustrating this capability.
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Overestimation Application Access To Calibration and Biometric Eye-tracking

data

At the application level, we found that participants overestimated the ability of applications

to access their eye calibration data and biometric data (e.g., iris representation). For ex-

ample, less than 5% of participants correctly identified that eye-tracking calibration data

is not available to applications on HoloLens and Oculus. For platforms that support iris

authentication, we found that on average, 67.3% of participants incorrectly believed that

such information is accessible by applications.

Uninformed about the Privacy Practice for Vision Pro

Vision Pro acknowledges that even abstracted eye-tracking data could lead to serious pri-

vacy threats [83]. As a result, neither Apple nor third-party entities have access to these

data. Only the final selection, rather than the eye movements, is available to the system

and application. While Vision Pro arguably deploys the most privacy-preserving practices,

we found that participants were largely uninformed. For example, when asked whether the

system only collects the final selection, only 18.8% of participants answered correctly. Sim-

ilarly, only 27.1% correctly understood that applications could not access eye-tracking data

even with permission, and only 23.5% understood that only final selection is available to

applications.

Comprehension for Eye- and Hand-Tracking Utility

Finally, we highlight questions where participants, with no prior AR experience, showed

good comprehension. When asking participants about the main utility for eye-tracking

(simulating your eye movement), and for hand-tracking (simulating your hand movement),

we found that the majority of the participants understand these utilities, especially when

such utility is clearly illustrated. For example, in the case of the hand-tracking utility for

the Oculus system, participants showed a 100% comprehension rate. The only exception is

the application utility for eye-tracking on Vision Pro, which may be a result of our finding

in Section 3.4.3.
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3.4.4 RQ4: Factors Impacting User Decisions

Given our scope focusing on participants with no XR experience, we asked them to rate

what information about the system and the app can help them feel more comfortable using

the technology in the future. Post-experience, they selected three out of five factors we

provided. Figure 3.6 illustrates the distribution of these factors, and we observe consistency

in the factors across devices.

We observed that participants preferred information about who would have access to this

data. Given the sensitivity of the collected biometric data, it is important to provide clear

and comprehensive information on whether the system, external device (company server),

or application developers will have access to their data. Additionally, clarity on how the

data will be transmitted—whether it is encrypted, stored locally, or shared with remote

servers—is crucial in building trust and comfort with the technology.

We were surprised to find less than 20% of participants regarded the type of collected

data as a significant factor. This finding underscores a possible underestimation of the

privacy risks associated with raw data access, and the need for more user education on the

significance of raw data protection.

In addition, the distribution of factors considered important across hand-tracking and

eye-tracking was highly consistent. This uniformity indicates that the factors that matter

to users when considering the adoption of new technologies may remain consistent across

various types of sensor data being collected. As AR technology advances, integrating more

sophisticated sensors and collecting more data, we are hopeful that our findings will provide

insights applicable to these emerging contexts as well.

3.5 Discussion

User’s preference can be influenced by many factors, including the previous knowledge of

these sensors, different data access models, dialog content, visualization, and UI flows. In-

formed by the results in Section 3.4, we identified several key lessons from our work that

could enhance user’s comfort and comprehension with implications for MR designers.

First, we found that effective communication about utility and privacy through permis-

sion UI flows enhances people’s comfort and willingness to use the technology, which aligns
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(a) Decision Factors for Eye-tracking

(b) Decision Factors for Hand-tracking

Figure 3.6: Decision factors breakdown for influencing user decisions to try eye-tracking and

hand-tracking technologies on Hololens, Oculus, and Vision Pro.

with previous studies [137, 139, 281]. For example, the permission flow on Oculus provides

more detailed descriptions, compared to HoloLens and Vision Pro, regarding the utility and
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privacy implications of eye- and hand-tracking sensors. Consequently, people who interacted

with the Oculus interface were better informed, which not only aligned with how informed

they felt, but also increased their comfort compared to the other platforms. Our findings

in Section 3.4.3 suggest the necessity of including relevant descriptions to enhance topics

where users tend to underestimate the system’s privacy protections, such as preventing the

retention of raw data.

Suggestion 1: AR platforms and developers should provide clear communication on

potential utility and privacy to enhance user comfort and comprehension.

Second, our findings in Section 3.2 illustrate the different approaches AR platforms have

taken in handling users’ eye-tracking data. While HoloLens and Oculus both took active

steps to protect users’ privacy by only providing abstracted eye-tracking data, recent studies

have shown that even abstracted eye-tracking data can contain significant privacy risks, such

as revealing user intention [111, 134], psychological state [254], age [90], and cultural back-

ground [228]. Hence, we encourage these platforms to explore potential privacy-preserving

mechanisms, including limiting system and application’s access [83] or adding stronger pri-

vacy guarantees over the abstracted eye-tracking data stream [191, 195, 256]. However, we

also noticed that while Vision Pro adopted stronger privacy-preserving techniques (provid-

ing to apps only final UI selections the system derives from eye-tracking data), people often

failed to fully comprehend their implications (see Section 3.4.3). Apple may be missing an

opportunity to enhance user comfort and understanding by clearly explaining the deployed

protections.

Suggestion 2: Given the potential privacy risks with even abstracted eye-tracking

data, we encourage platforms such as Oculus and HoloLens to provide stronger privacy

protection. We also advocate for better communication with users if such practice is

adopted.

Third, we found that while many participants considered data transmission information

important for both sensors, many were inadequately informed about this factor. For example,
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around 70% of the participants were unaware that Oculus shares eye-tracking data to its

own external server (and over 90% for hand-tracking). Despite Oculus outlining this in their

privacy policy, given the low likelihood of users reading privacy policies [158,168,236], such

information is not effectively communicated. We argue that it is essential to implement opt-

in/opt-out features, allowing users to control their data-sharing preferences. In addition, the

eye-tracking data retention period needs a clearer definition than “deletion when no longer

needed”. Stepping back, platforms should also consider whether this data needs to be shared

with external servers at all, and at what granularity and for which purposes.

Suggestion 3: For platforms that do upload data, such as Oculus, we suggest: (a)

implementing an opt-in/opt-out feature for users to choose whether they wish to share

eye-tracking data with external servers, and (b) providing a transparent explanation

for this data collection, including the retention period, in the permission flow.

Fourth, our findings in Section 3.2 suggest that HoloLens and Oculus grant applications

automatic access to users’ hand-tracking data, but a minority of participants understood this.

Recognizing that hand-tracking is the main interaction modality and cannot be realistically

opted out of entirely, we recommend that HoloLens and Oculus still provide finer-grained

permission to limit applications’ access to certain hand-tracking data. For example, precise

estimation of hand skeleton data could be limited, given its potential privacy implications

for inferring sensitive attributes [193,210].

Suggestion 4: AR platforms should implement fine-grained permissions for hand-

tracking to provide users more control over their data, e.g., by restricting applications’

access to specific types of hand-tracking data.

Finally, it is important to consider the trade-off between privacy and usability in our rec-

ommendations. For example, deploying fine-grained hand-tracking permissions might put

an extra burden on users. However, our results in Section 3.4.3 suggest that the majority

of participants expect this control from HoloLens (71.0%) and Oculus (82.4%). In addition,

results in Section 3.4.1 suggested that participants who saw HoloLens felt less comfortable
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with sharing hand-tracking data compared to Oculus and Vision Pro, possibly due to the

lack of hand-tracking permissions. Similarly, if AR systems clearly illustrate their privacy

mechanisms for eye- or hand-tracking data, this transparency might deter new users who

are concerned about potential privacy issues. Although AR technologies have grown signif-

icantly over the past few years, with initial Vision Pro sales estimate of 200,000 units in

2024 [82], Quest Pro sales estimate of 100,000 units [72–75, 85], and HoloLens 2 sales esti-

mate of 300,000 units [54] since release, they are still in the early stages of mass adoption.

To position these technologies for broader acceptance, it is crucial to enhance users’ trust

through effective privacy mechanisms [100], preparing the mainstream market to bridge the

adoption chasm [206]. We encourage future research to further explore this direction.

Suggestion 5: Proper privacy-enhancing techniques can better prepare AR tech-

nologies for future widespread adoption.

3.6 Conclusion

As AR technologies advance, the input mechanisms that enable natural user interaction also

introduce novel privacy concerns. This chapter explored how three existing AR headsets —

Meta’s Oculus Pro, Microsoft’s HoloLens 2, and Apple’s Vision Pro — navigate permissions

for eye- and hand-tracking input data, and the extent to which users feel comfortable and

informed about granting access to these input channels. We find that people’s experiences

with and comprehension of permissions are affected by both the different design choices

across devices and the nature of the input sensors themselves. Based on our findings, we

suggest how current and future AR platforms can design permissions that effectively com-

municate information that is particularly important and that often goes misunderstood by

end users.
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Chapter 4

Output: Three-dimensional User Interface Security

Properties

This chapter considers output, the second phase of the AR system data flow highlighted in

Chapter 1. It explores security vulnerabilities in the context of the three-dimensional user

interface (3D UI), which is a combination of AR virtual output, the visual elements from

the physical world, and the user’s input interacting with the immersive 3D world. More

specifically, this chapter investigates security properties unique to three-dimensional output

through five proof-of-concept attacks — including a clickjacking attack and an object erasure

attack. We then present the first systematic evaluation of 3D UI security properties across

five leading AR platforms: ARCore (Google), ARKit (Apple), Hololens (Microsoft), Oculus

(Meta), and WebXR (browser). Our findings reveal that all platforms allow at least three

of our proof-of-concept attacks to succeed. We conclude by discussing potential defense

strategies, including adapting lessons from 2D UI security and exploring new directions for

securing AR output. The work in this chapter, "When the User Is Inside the User Interface:

An Empirical Study of UI Security Properties in Augmented Reality," was first published

and presented at the 33rd USENIX Security Symposium in 2024 [117].

4.1 Introduction

Extensive past research and practice have considered user interface (UI) security for two-

dimensional screens (desktop, browser, and mobile), e.g., clickjacking attacks that trick the

user into interacting with UI elements [92,99,120,157,198,238], information leakage via the

user interface [43, 116], and isolating UI components from other entities [14, 222, 271]. In



46

this chapter, we explore UI security in emerging augmented reality (AR) platforms.1 AR

immerses the user inside a three-dimensional user interface— including, in some contexts,

the real world itself — in contrast to the user merely observing it from the outside.

Scope and Threat Model UI-level security for AR includes potential attacks on: (1) the

user’s perception of the physical world, (2) the virtual world or other virtual content, and

(3) the user’s interactions with virtual content. Regarding the first threat model, recent work

has begun to study security and privacy for emerging AR platforms more generally, including

some UI-related issues related to attacks on physical world perception. For example, it has

discussed or demonstrated attacks in which malicious AR content is used to obscure impor-

tant real-world (or virtual) content [119, 180] and side-channel attacks that allow malicious

applications to infer information about the user’s physical surroundings [210, 291, 293]. In

this work, we consider a threat model where multiple entities might be interacting within the

AR UI, such as third-party embedded code (e.g., a library) running inside an AR application

in which the embedded code (e.g., the library) seeks to compromise a property of the AR

application or vice versa. As the ecosystem continues to develop, we envision our threat

model extending to future multi-user/multiple AR applications simultaneously augmenting

the user’s view of the world. Given our focus on multiple principals, we thus particularly

consider threat models (2) and (3), i.e., from one principal on another principal’s virtual

content and on the user’s interaction with another principal. This chapter examines how

AR platforms handle the output and rendering of virtual content in multi-principal environ-

ments, where different entities may seek to manipulate what users see and how they interact

with virtual objects.

AR UI Security Attacks and Properties Given this problem scope, we prototype sev-

eral multi-principal UI security attacks on currently available AR platforms. These include:

1. A clickjacking attack on ARKit (Apple), where a malicious AR application component

tricks the user into interacting with another component’s virtual object. This attack

is achieved by placing both objects at the same 3D coordinates and taking advantage

1We focus on AR and while we believe some findings might be possible in VR too, we are not in a position
to fully clarify all differences between AR and VR.
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of ARKit’s inconsistency about which object is visible and which receives user input.

2. A user input denial-of-service attack on Hololens (Microsoft), where a malicious AR

application component blocks the user from interacting with another or any virtual

object. This attack is achieved by surrounding the target AR object in an invisible

3D box and/or entirely surrounding the user with an invisible 3D virtual box that

captures all user input. This attack is possible on platforms that support invisible

objects that are allowed to receive inputs.

3. An input forgery attack in ARCore (Google), where a malicious AR application com-

ponent impersonates the user’s interaction with virtual objects, even when they are

not within the user’s field of view. This attack is achieved by programmatically gener-

ating synthetic user interactions, taking advantage of the absence of input provenance,

i.e., the ability to verify the origin of input.

4. A object-in-the-middle attack on Oculus (Meta), where a malicious AR application

component snoops on the user’s interactions with another component’s virtual object.

This attack is achieved by a combination of (a) an invisible object that intercepts

the user’s intended input, and (b) synthetic user input that is then dispatched to the

original target object.

5. An object erasure attack in WebXR (browser), where a malicious AR application com-

ponent uses an invisible virtual object to cause an underlying victim virtual object to

disappear completely. This attack is possible due to WebXR’s method for rendering

invisible objects.

These proof-of-concept attacks are possible because of the way each platform implements

three specific UI-related properties that we identified: What happens when multiple virtual

objects are placed at the same 3D physical coordinates (“Same Space” property)? (2) How

do “invisible” virtual objects work (“Invisibility” property)? (3) Do platforms allow synthetic

user input (“Synthetic User Input” property)?
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Empirical Evaluation of Current AR Platforms and SDKs After identifying these

properties and demonstrating their security and privacy implications through the proof-of-

concept attacks, we conduct a systematic empirical investigation of how current AR plat-

forms and SDKs handle them. Specifically, we conduct experiments with ARCore (Google),

ARKit (Apple), Hololens (Microsoft), Oculus (Meta), and WebXR (browser). We find in-

consistencies in how current platforms handle the AR UI security properties that we identify

and observe that many current implementations of these platforms enable attacks such as

those we describe above.

Towards Future Defenses Our results highlight the necessity for emerging AR platforms

to implement UI-level security precautions in their designs and implementations. However,

defenses are not necessarily straightforward. In some cases, we recommend that platforms

adopt known approaches from 2D UI security (e.g., adding user input provenance infor-

mation [10]), though we found that no current platform has implemented this feature. In

other cases, AR-specific approaches may need to be devised [184] or AR-specific tradeoffs

considered (e.g., aligning the physics and rendering engines around UI security properties

and handling UI isolation in a 3D, interleaved context [179]) when 2D mitigation fails to

work.

Contributions We contribute the following:

1. We identify three AR UI properties that have security and/or privacy impli-

cations and provide criteria for evaluating them (Section 4.2).

2. Based on these properties, we demonstrate five proof-of-concept AR UI security

attacks that are possible on today’s AR platforms (Section 4.3).

3. We present results of an empirical analysis of these AR UI security properties

in five commercially available AR platforms and associated SDKs: ARCore, ARKit,

Hololens, Oculus, and WebXR (Section 4.4).

Finally, we reflect on foundations for future defenses, including known defenses that

have not to date been applied to AR platforms and SDKs, as well as potential novel defensive
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directions (Section 4.5).

Disclosure We have reported all of our findings to Apple, Google, Meta, Microsoft, We-

bXR, and Unity.

4.2 Selected Properties and Evaluation Metrics

In Section 4.1, we described five proof-of-concept attacks on AR UI security. Before we

return to these attacks in Section 4.3, we first identify and introduce three key AR UI

security related properties that underpin these types of attacks.

Properties Our team, which included eight researchers, conducted multiple rounds of

interactive threat modeling, structured brainstorming, and preliminary experiments to gen-

erate and refine ideas for design choices, properties, and/or test cases for AR platforms.

Six (of eight) authors participated in the brainstorming process. This process involved: (1)

each author independently generating security or privacy related questions and associated

testable properties about AR platform designs (using sticky notes and a spreadsheet), (2)

multiple authors reviewing and refining each row of the spreadsheet, and (3) clustering the

properties according to themes (e.g., user input, multiple applications or components, hard-

ware, sensors). From there, we chose to focus on AR UI security issues because we found

them particularly interesting given the relationship between the UI, the environment, and

the user and underexplored in current platforms.

1. Same Space. How do AR systems manage objects that share the same physical

world mapping? For instance, when two AR objects with identical shapes and sizes

are anchored at the same 3D coordinates, which object(s) become visible to the user?

Which receive (s) the user’s input? We leverage this property in the clickjacking attack

(Section 4.3.2).

2. Invisibility. How do AR systems handle virtual objects in the AR world that are

transparent? To what extent, if any, does an object’s visibility influence its function-

ality? For example, are transparent objects capable of receiving user input? What

happens when a transparent object renders over another virtual object? We leverage
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this property in the user input denial-of-service (Section 4.3.3), object-in-the-middle

(Section 4.3.5), and object erasure (Section 4.3.6) attacks.

3. Synthetic User Input. How do AR systems handle synthetic user input? For

example, can adversarial code generate synthetic input to mimic human interaction,

such as via a programmatically generated raycast? We leverage this property in the

input forgery (Section 4.3.4) and the object-in-the-middle (Section 4.3.5) attacks.

Evaluation Metrics Moving from these properties and questions to specific evaluation

metrics that we can use in our empirical investigation of platforms in Section 4.4:

For Same-Space, if two virtual objects from different application components are cre-

ated with the same size and placed at the same 3D coordinates, we evaluate:

• Rendering Order: Is the object placed first or the object placed second visible?

• Interaction Order: Does the object placed first or the object placed second receive

user input?

• Rendering Flicker-Free: Is rendering order consistent within a single trial, or does it

flicker?

• Rendering Consistency: Is rendering order consistent across trials?

• Interaction Consistency: Is interaction order consistent across trials?

• Rendering-Interaction Consistency: Are the object that is visible and the object that

receive user input the same object?

For Invisibility, if objects are transparent, we evaluate:

• Create Invisible Object: Using each of the following possible invisibility mechanisms,

can an invisible object be created? Mechanisms include: (1) setting a zero alpha value,

(2) disabling the object’s renderer, (3) using a null material for the object, and (4)

using a custom transparent material for the object?
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• Invisible User Interaction: Can invisible objects based on the preceding mechanism

take user input?

• Composes as Expected with Virtual Objects: If an invisible object is rendered over-

lapping another virtual object, what is the resulting visible rendering? Is the other

virtual object visible? 2

For Synthetic Input, if input is not created by real AR users, we evaluate:

• Create Synthetic Input: Does the platform support synthetic user input, such as

through a simulated raycast?

• Invisible Synthetic Input: When synthetic input is dispatched, has any visible indica-

tion to the user occurred (e.g., via a visible raycast)?

• Input Provenance: When a virtual object receives user input, is there a way for it to

distinguish real user input from synthetic input?

We stress that completeness, in properties or metrics, is not our goal. Instead, we focus on

metrics derived from our brainstorming activity that we considered important, challenging,

and interesting in the AR context.

Valid Use Cases for Properties While we focus on the security implication of these

properties, we emphasize that they can also enable necessary features in many AR appli-

cations. Thus, seemingly simple solutions such as disallowing objects from occupying the

same space, disabling invisible objects, or disallowing synthetic input will not be tenable.

The Same Space property allows designers and developers greater flexibility when cre-

ating AR experiences, enabling them to design complex scenes and arrangements where

objects can interact, stack, or blend with each other in creative ways. In architectural or

interior design AR applications, the ability for virtual objects to overlap becomes partic-

ularly useful as they can represent multiple layers or illustrate the relationships between

2We were motivated to add this evaluation metric after discovering the object erasure attack for WebXR,
described in Section 4.3.6.
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different elements, providing a rich visual representation of the design. Moreover, the Same

Space property facilitates intuitive user interaction and manipulation. Users can freely

move around in the physical space, effortlessly viewing, moving, rotating, or scaling individ-

ual objects. The dynamic updating of visuals in response to changes in the user’s physical

surroundings or interaction occurs smoothly without rigid collision constraints, ensuring a

seamless and natural experience.

The Invisibility property also contributes to a broad range of practical functionalities.

For example, Pokemon Go, one of the most popular AR games, uses invisible objects as a

placeholder for Pokemon that are still under development [47]. Moreover, existing research

corroborates the value of this functionality in medical training scenarios [104]. Here, the AR

objects are designed to be context-sensitive and can transition to an invisible state, allowing

surgeons to look through overlaid content without obstruction. In addition, invisibility is

also widely used for handling occlusion between virtual objects and real-world objects to

ensure that virtual objects are realistically occluded by real-world objects, improving overall

immersiveness [5].

The Synthetic User Input property, commonly implemented via raycasting, is integral

to the functioning of AR features. Its primary function is to indicate user interaction and

selection in the real world by returning information about the selection, such as the distance,

position, or a reference to a real-world object (plane, surface) or virtual AR object. The

many legitimate use cases of synthetic user input include, for example, an AR shooting game

that generates synthetic input as a shooting ray to intersect with the designated object.

Hence, it is crucial not to simply disable the features associated with these properties

solely due to their potential security implications. Rather, we advocate that AR platform

and application designers carefully consider the potential security implications in addition

to the desirable use cases.

4.3 Threat Model and Proof-of-Concept Attacks

We now return to the proof-of-concept AR UI security attacks that we previewed in Sec-

tion 4.1. First, we detail our threat model. Then, we describe in detail our proof-of-concept

attacks on five AR platforms (ARCore, ARKit, Hololens, Oculus, and WebXR). Though
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we choose one platform on which to implement each attack, our empirical investigation in

Section 4.4 will reveal that multiple platforms provide the preconditions for implementing

most attacks.

4.3.1 Threat Model And Attack Preconditions

We assume adversarial behavior might extend from one entity (e.g., an included ad library)

to another entity (e.g., the main app), or vice versa. Attackers could directly call the

API from the SDK to either gather sensitive information from the AR application (e.g.,

location of a target AR object) or place content within the AR virtual world. Our threat

model resembles those used in other platforms, e.g., malicious third-party iframes [96, 289]

or included third-party libraries in the mobile ecosystem [288, 292]. However, the current

AR environment is arguably more vulnerable given there are no iframe-like primitives that

isolate the execution of third-party code; instead, it shares a portion of the displayed AR

scene.

All proof-of-concept attacks rely on at most these three preconditions (in addition to the

individual attack-specific metrics we test): (1) the location of the targeted object, (2) the

ability to generate virtual content interleaved with the victim’s content, and (3) the execution

of synthetic input. These preconditions are straightforwardly met in today’s systems, where

third-party libraries are included in applications as either the attacker or victim components.

4.3.2 Clickjacking: Leveraging Inconsistency between Rendering and Interac-

tion Orders

Attack Motivation: Bait User Interaction Clickjacking is an attack that fools users

into thinking they are clicking on one thing when they are actually clicking on another.

As they can on web and mobile platforms today, app developers will be able to use third-

party ad libraries on AR to display ads and generate revenue. AR advertising has attracted

huge interest, and revenue in this market is projected to reach US $1.05 billion in 2023 [3].

Attackers are well-incentivized to mount clickjacking attacks on ads it includes, tricking users

into clicking on them and thereby increasing ad revenues. Prior work has hypothesized and

demonstrated clickjacking attacks through hijacking the cursor in the context of VR [184].

Here, we demonstrate one type of clickjacking attack in AR without modifying the user’s
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(a) User’s view of an AR advertisement ob-

ject.
(b) Demonstration of the clickjacking attack

Figure 4.1: Clickjacking attack on ARKit. ① The advertisement object displayed in the

AR world. ② A prompt after the advertisement is clicked. ③ A bait AR object rendered on

top of the advertisement object exploiting the Same Space property. ④ An accompanying

bait AR object. After the user clicks on the bait object ③, the interaction goes into the

advertisement object ① and generates the prompt ②.

interaction.

Attack Design We implement this attack in iPhone 13 using the ARKit SDK. Our intu-

ition is that the AR platform will handle the rendering sequence and interaction sequence

differently when two objects are placed in the same 3D coordinates. For example, when

we place two AR objects in ARKit using the same anchor ((object.setParent(AnchorEntity))),

the object placed second will always render over the first object, but the user’s interaction

will always trigger the functionality of the first, now hidden object. The attacker here is a

revenue-hungry developer. The ad revenue will go to the developer as the user’s interaction

with the bait object goes into the ad object. The preconditions for this attack are (1) the

location of the targeted object, and (2) the ability to generate virtual content interleaved

with the victim’s content.

Figure 4.1 illustrates the attack. When the victim/user launches the application, an

advertising platform places a third-party ad ① in a certain bounded region of the main app,

and a revenue-hungry developer/attacker then places a new interactive bait object ③ in the

same space as the advertisement. This component displays the message “click here to win
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your free cookie" to bait user clicks. However, the user’s interaction with the bait object

actually triggers the underlying ad ① even as the attacker ’steals’ revenue from the click.

4.3.3 Denial-of-Service Proof-of-Concept: Leverage Invisibility

(a) User’s view of the

victim object. User is

able to interact with

the object.

(b) Demonstration of

the first denial of ser-

vice attack. “Cage”

covers the object.

(c) Demonstration of the second

denial of service attack. “Cage”

covers the entire space.

Figure 4.2: Denial-of-user-input attack on Hololens. ① The user can select and interact

with the victim object (red). ② The attacker overlays a fully transparent object over the

victim object (red). For demonstration, we make the transparent object (“cage”) slightly

visible. ③ The invisible “cage” blocks user interaction with the victim object (red). ④ In

addition, the attacker can surround the user in a fully transparent “cage”. ⑤ The invisible

“cage” blocks the user from interacting with any AR objects, in this case, the red and blue

AR objects.

Attack Motivation: Block User Interaction A denial-of-service attack refers to an

explicit attempt by a malicious entity to deny legitimate users access to an object/service.

In this context, the attacker’s goal is to stealthily prevent the user from interacting with

the target AR object, e.g., preventing the user from engaging with a competitor’s content

or disrupting the user from properly engaging with any AR object.

Attack Design We implement two variant of the denial-of-service attacks in Hololens 2

using the MRTK. The attack insight is that the Hololens default raycast implementation, i.e.,
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private static RaycastResult PrioritizeRaycastResult, would return the closest hit object. Based

on our findings in Section 4.4, we find that an attacker can construct a completely invisible

object that captures the user’s input. Furthermore, the 3D nature of the AR virtual world

lets the attacker envelop the user within this invisible ’object cage,’ causing the invisible

object to intercept, initially and always, the user’s interactions. The preconditions for this

attack are (1) the location of the targeted object, and (2) the ability to generate virtual

content interleaved with the victim’s content.

Figure 4.2 illustrates this attack. The victim/user launches the application and intends

to select an AR object ① using a hand ray as the input mechanism. However, the attacker

can either overlay an invisible object ② on the targetted AR object to block user from

interacting with it ③. Furthermore, the attacker can overlay a large invisible object ④ that

encapsulates the user such that the user is always physically inside of the object. The user’s

interaction towards any AR object is thus blocked ⑤ regardless of their movements within

the physical space.

4.3.4 Input Forgery: Leveraging Synthetic User Input

Attack Motivation: Impersonate User Interaction Similar to the motivation in the

clickjacking attack, here the adversary’s goal is to maximize advertisement engagement.

The attacker places an advertisement object outside of the user’s view and generates syn-

thetic user input to increase the number of ad interactions. Placing it outside of the user’s

peripheral is not a requirement though it will make the attack more stealthy.

Attack Design We implement this attack in Pixel 5 using the ARCore SDK. The attack

insight here is that a programmable click can interact with objects outside of user’s view

by exploring the limited display of field-of-view. The precondition for this attack is the

execution of synthetic input.

Figure 4.3 illustrates the attack. When the victim/user launches the application, the

malicious application developer will place the third-party ad ① in the user’s view. When the

ads’ location is outside of the user’s view ②, the attacker will then generate synthetic input

③ to trigger interactions on the ads, increasing its interaction count, and later charging the

respective advertisers for this inflated number of ad views.
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(a) User’s view of the victim app.
(b) Demonstration of the input

forgery attack

Figure 4.3: Input forgery attack on ARCore. ① The advertisement object displayed

in the AR world. ② When the advertisement object is outside of the user’s view, ③ the

attacker launches a synthetic input to interact with the object. The prompt demonstrates

the attack is successful.

4.3.5 Intercepting User Inputs: Combining Invisible Objects and Synthetic

User Input

Attack Motivation: Hijack User’s Interaction Object-in-the-middle is an attack in

which a third party object gains access to (or “intercepts”) the communication between two

other objects. As AR applications continue to grow in domains beyond entertainment, users

may enter sensitive information—such as PIN codes, passwords, or private messages—by

interacting with a virtual keyboard rendered in the AR space. Each virtual key is a collider

that provides collision detection. When the user either presses a key or casts a ray, the

collider detects the intersection and outputs the corresponding value.
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(a) User’s view of the victim app.

(b) Demonstration of the object-in-the-

middle attack.

Figure 4.4: Object-in-the-middle attack on Oculus. ① The interface for authentication.

② The logger for the execution result. ③ The invisible object the attacker places over the

pin pad object. ④ The blue arrow suggests the direction of the synthetic input to trigger

the pin pad object.

Prior work has shown the possibility to sniff user text input through various side-

channels [203,249]. Here, we demonstrate in AR that not only can an attacker surreptitiously

steal the user’s input, but it can also impersonate the user or even modify the original input,

similar to a man-in-the-middle attack.

Attack Design We implement this attack in the passthrough mode of Oculus Quest 2.

Our attack intuitions here are twofold. First, similar to the denial-of-service attack, it is

possible to block the user’s original input by overlaying a transparent object on top of the

keyboard. Second, we can cast a synthetic ray to impersonate the user’s interaction since

the current platform does not provide input provenance.

Given our observations, we implemented an object-in-the-middle attack on Oculus. The

preconditions for this attack are (1) the location of the targeted object, (2) the ability

to generate virtual content interleaved with the victim’s content, and (3) the execution of

synthetic input.

Figure 4.4 illustrates the attack. When the victim/user launches the application, it shows

a mock authentication interface ①, part of the main app that consists of a pin pad for the
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(a) User’s view of victim app.
(b) Demonstration of the object erasure at-

tack.

Figure 4.5: Object erasure attack on WebXR. (①,② Two competing advertisements. ③

Attempt to erase the competitor advertisement using transparent mesh. (We partially offset

the invisible object for attack visibility.

user to enter their password. We present a logger ② to illustrate the efficacy of the attack.

A malicious third-party component places several transparent meshes in front of the pin

pad entity to intercept the user’s input ③. Once the transparent meshes detect the user’s

interaction, the malicious component casts a synthetic input ④ to the pin pad, passing the

user’s input on to its intended destination.

The result is that the attacker has intercepted the password, but the user has not noticed

anything amiss. Following the same attack logic, the attacker could also modify the user’s

input if needed since they can arbitrarily define the synthetic input destination.

4.3.6 Object Erasure: Leveraging Invisible Meshes

Attack Motivation: Erase Other AR Objects Echoing our attack focus, here we con-

sider a scenario where the attacker aims to interfere with another party’s virtual content by

manipulating targeted objects. Motivations for such actions can vary greatly. For instance,

one potential objective could be to erase a competitor’s AR content, such as advertisements

or promotional material. Another might be the desire to manipulate the user’s perception:

by altering or erasing certain AR objects, e.g., vital information or safety warnings, an at-

tacker could significantly distort the user’s view of reality [119, 180]. Such manipulation
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of AR content could also be deployed as a form of digital vandalism [166], comparable to

defacing a physical sign or billboard.

Attack Design We implement this attack in the Chrome browser using the WebXR SDK

and Three.js library. When we assign a fully transparent mesh (png format) as the material of

an AR object using new THREE.MeshBasicMaterial( map: THREE.TextureLoader().load(’transparent.png’

)), we find that not only does the AR object become fully invisible, but it also "erases" the

rendering of other AR objects positioned behind it. The preconditions for this attack are (1)

the location of the targeted object and (2) the ability to generate virtual content interleaved

with the victim’s content.

Figure 4.5 illustrates the attack. When the user launches the application, it presents two

competing third-party ad libraries ① and ②. Code from one mock ad library then places a

transparent mesh in the same space as the competing advertisement to erase it ③.

4.4 Empirical Investigation

Stepping back from individual proof-of-concept attacks, we now turn to a more systematic

investigation of current AR platforms. We evaluate how five leading AR platforms— ARCore

(Google), ARKit (Apple), Oculus (Meta), Hololens (Microsoft), and WebXR (browser) —

implement the AR UI properties identified in Section 4.2. In this section, we first describe

the infrastructure for our experiments, detail the platforms and configurations we used, and

then present results of the experiments. Finally, we discuss the security implications of our

results (Section 4.4.4).

4.4.1 Overall Experiment Infrastructure

We systematically developed a repeatable set of experiments for each property that we

identified in the previous section (i.e., Same Space, Invisibility, and Synthetic Input). The

experiments we conducted varied depending on the evaluation metrics for that property.

A human experimenter ran each experiment and another researcher recorded the ex-

periment results, as demonstrated in Figure 4.6. Each experiment follows the procedure

described in Figure 4.7. The central component of each experiment is a harness launched

at the procedure’s beginning. Corresponding to our threat model, each experiment further
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Figure 4.6: Researchers conducting the experiments.

involves two AR application components, ComponentA and ComponentB, representing two

pieces of code from different entities (e.g., a main app and an embedded third-party library).

With the experimenter’s input, the harness (1) launches ComponentA, then (after the

experimenter made necessary observations) (2) launches ComponentB, and finally (3) steps

through the experiment in four different locations, which we annotated as Location N, S, E,

W, interacting with the AR object in different spatial locations and providing input to the

harness to proceed.

To account for potential non-determinism, we conducted each test case experiment M = 5

times. Further, each test can have up to N = 5 sub-experiments. Details about ComponentA

and ComponentB depend on the nature of each test case.

4.4.2 Experiment Platforms and Configurations

We describe here the specific experimental configurations and versions we used for each

platform. An experimental setup requires not only a choice of platform (e.g., ARKit) but
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Experimenter’s Procedure(M,N)

For j = 1 to M do

Launch Harness(N)

Launch and provided any user input to start experiment

Launch and provided any user input to start

ComponentA.launch()

Launch and provided any user input to start

ComponentB.launch()

For k = 1 to N do

click “Next” button

Start ComponentA.next()

Start ComponentB.next()

Perform sub-experiment observations and interactions

Exit Harness(N)

Figure 4.7: The parameter M denotes the number of experiments that the experimenter

(a person) should run. Throughout the procedure’s pseudocode is the assumption that the

experimenter records detailed notes of observations during each experiment.
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also additional choices for the entire tech stack (e.g., which SDK to use). Different choices

for the full tech stack might have led to different experimental results, and we will release

our experiment code to allow future work to adapt it for other contexts — including future

technologies, like Apple’s recently announced Vision Pro headset [56].

ARCore ARCore [4] is Google’s Android core SDK for augmented reality. We built our

test cases using ARCore v1.32.0 [4] for AR functionalities and Sceneform SDK [12] for 3D

content rendering (version 1.20.5). The test cases were implemented in Java and tested on

the Pixel 5a.

ARKit ARKit [8] is Apple’s main AR SDK and includes multiple iOS AR frameworks,

such as RealityKit [1] and RoomPlan [2]. We built our test cases using ARKit and RealityKit

for necessary AR functionalities. The three test cases were implemented mainly in Swift and

tested on the iPhone 13 Pro.

Oculus We use Quest 2 with the experimental Passthrough API [113] and spatial anchors

to enable an AR experience. We built our test cases using Oculus Integration SDK v44.0 [23].

They were implemented mainly in C# (Unity) and tested on the Oculus Quest 2.

WebXR The WebXR Device API [44], led by the W3C Immersive Web Community

Group, provides a uniform abstraction layer to host immersive web content. We built

our test cases using the WebXR API-20220601 [45] for necessary AR functionalities and

Three.js [37] for 3D content rendering. The three test cases were implemented mainly in

JavaScript and tested on the Chrome Browser.

Hololens We deployed a Hololens 2 application using the Mixed Reality Toolkit (MRTK)

2.0 [46] and Unity 2021.3.16f1 [40]. MRTK is an authorized Microsoft project that provides

components to facilitate MR development in Unity. We employed numerous features of

MRTK in our test cases, including spatial anchors, gesture recognition, and object manipu-

lation.

4.4.3 Experiments and Results

We now examine our experiments and results, per property, based on the evaluation metrics

presented in Section 4.2. Table 4.1 highlights all our results.
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Property Condition Metrics ARCore ARKit Hololens Oculus WebXR

Sa
m

e
Sp

ac
e

Location N
Rendering Order Unstable 2 1 Unstable* Unstable

Interaction Order 2 1 2 Unstable* Unstable

Location S
Rendering Order Unstable 2 1 Unstable* Unstable

Interaction Order 2 1 2 Unstable* Unstable

Location E
Rendering Order Unstable 2 1 Unstable* Unstable

Interaction Order 2 1 2 Unstable* Unstable

Location W
Rendering Order Unstable 2 1 Unstable* Unstable

Interaction Order 2 1 2 Unstable* Unstable

Rendering Flicker-Free

Rendering Consistency

Interaction Consistency

Rendering-Interaction

Consistency

In
vi

si
bi

lit
y

Alpha Value = 0
Create Invisible Object

Invisible User Interaction N/A N/A N/A

Disable Renderer
Create Invisible Object

Invisible User Interaction

Customized Material
Create Invisible Object

Invisible User Interaction N/A N/A N/A

Null Material
Create Invisible Object

Invisible User Interaction N/A N/A N/A N/A

Composes as Expected

w/ Virtual Objects

Sy
nt

he
ti

c
In

pu
t

Inside Field-of-view
Create Synthetic Input

Invisible Synthetic Input

Outside Field-of-view
Create Synthetic Input

Invisible Synthetic Input

Input Provenance

Table 4.1: Overview of experiment results. Filled circles indicate the metric is satisfied, and

empty circles indicate they are not. For the Same Space experiment, circled 1 indicates that

the object is created by the first (victim) principal; circled 2 indicates that the object is

created by the second (adversarial) principal. “Unstable” means that the results are incon-

sistent during a single trial. “Unstable*” means that the results are inconsistent between

multiple trials.
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Same Space Experiments and Results

Experiment Design In the SameSpace experiment, ComponentA creates a virtual Cube1

object at one coordinate in the physical world, and ComponentB creates a second Cube2

placed in the same physical location. Both Cubes use the same spatial anchor, which is

a specific 6-degree-of-freedom pose (position and orientation) of the physical world, as the

physical location reference and are registered with a user input handler. The experimenter

moves to four different locations (noted as North (N), South (S), East (E), and West (W)).

At each location, the experimenter observes the rendering sequence of the overlapping cubes

and interacts with the Cubes by sending a virtual ray or tapping on the overlapping region

to register the returning result. To verify our code is operating correctly, each Component

displays additional cubes that the experimenter observes and verifies as part of the procedure.

We omit further details about such checks because in all cases the checks were made and

passed.

From these activities, the experimenter evaluates the metrics specified in Section 4.2.

Specifically, the experimenter observes: which cube is visible (based on which color is visible),

which cube takes user input (based on log output from the cube’s input handler), and whether

these observations are consistent across multiple conditions and trials.

Experiment Results The top section of Table 4.1 presents the results. We find that

platforms are inconsistent about which object is visible, which object receives input, and

whether the visible object is the one receiving input. Significantly, these inconsistencies

appear between platforms, across multiple trials of a single platform, and even within a

single trial (i.e., flickering cubes). For example, for ARKit, Cube2 is always rendered, but

Cube1 receives the user input; the opposite is true for HoloLens. For WebXR, there was

significant inconsistency across multiple experiments as the overlapping Cube flickers and

either cube could register the user’s input. ARCore flickers in a slower way, but all of the

user’s input goes into Cube2.

We find that Oculus is the only platform that handles rendering-interaction consistently,

with a caveat that 15% (15 out of 100) of the trials fail to maintain this consistency. While

Oculus prevents flickering from the overlapping Cube, we find that the rendering sequence
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and the corresponding interaction sequence flip as the user moves to the next testing location.

In addition, we also notice an inconsistency across multiple trails in terms of which Cube

appears on top. These findings suggest that current AR platforms have not systematically

considered the Same Space property or these types of corner cases.

Invisibility Experiments and Results

Experiment Design In the Invisibilityexperiment, ComponentA creates a visible Cube1

object at one coordinate, and ComponentB creates a visible Cube2 in front of Cube1. Cube2

is significantly larger than Cube1. The harness asks the experimenter to confirm if Cube2

completely occludes Cube1 and, upon confirmation, ComponentB deletes Cube2 and creates

a new invisible Cube2’ at the same location and with the same geometry; it does this by

attempting four different mechanisms: (1) setting the alpha value to zero, (2) providing a null

material, (3) disabling rendering, and (4) uploading a transparent texture as the object’s

material. Both Cubes are registered with a user input handler. The process with Cube2

size and placement verification and then Cube2’ instantiation ensures that input makes sure

any interaction will go into Cube2’ first. The experimenter then evaluates the metrics from

Section 4.2, observing whether the invisible cube is fully invisible and dispatching user input

to the invisible cube to observe if its input handler is triggered.

Experiment Results The middle section of Table 4.1 presents the results. We find that

all five AR platforms can create invisible objects that take the user’s input. However, the

detailed implementation condition for each platform differs slightly. For example, by setting

Cube2’s alpha value to zero, ARKit and Oculus both generate a completely transparent

cube while registering the user’s input. When disabling the rendering, ARCore and ARKit

completely occlude Cube2’, meaning that the cube can neither be seen nor receive input;

Cube2’ in WebXR, Hololens, and Oculus instead take input while being fully invisible. For

Hololens and Oculus, this occurs because the rendering and collision engines are separate,

which means objects can still possess physical characteristics without being rendered.

When uploading the customized transparent texture, we find that ARCore and WebXR

produce a fully invisible Cube2 that takes input, while the other three platforms generate a

slightly visible Cube2. All platforms except WebXR handle the null material edge cases by
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generating a solid color Cube2. Surprisingly, we found that the AR object generated by one

principal in WebXR can affect the appearance of other AR objects. Specifically, whenCube2’

is created with an uploaded transparent texture, we observe that the visible object located

behind the invisible object (based on the user’s viewing position) seems to disappear.

Synthetic Input Experiments and Results

Experiment Design In the Synthetic Input experiment, ComponentA creates a virtual

Cube1 object at one coordinate with an input handler. When the experimenter presses a

button, ComponentB creates synthetic user input — in the form of a simulated raycast — to

interact in the direction of Cube1. The direction of the simulated raycast is calculated by

retrieving the location of Cube1 and generating the corresponding direction vector. In addi-

tion, we test if input visualization is required to generate synthetic input. The experimenter

observes whether the input handler of Cube1 was triggered. This experiment is repeated

with the target object (Cube1) inside the user’s field of view and outside the user’s field of

view (e.g., behind the user).

Experiment Results The bottom section of Table 4.1 presents the results. We find that

all platforms allow synthetic user input, which is moreover invisible and can interact with the

target AR object (Cube1). One consistent observation across all platforms is the absence of

effective input provenance verification. This is a significant shortfall as the raycast API does

not supply sufficient information to distinguish between genuine and synthetic user input.

In addition, we discovered that for synthetic user input to be functional, the target objects

need not be within the user’s field of view. This leverages users’ limited visual awareness

when they are physically present within the 360-degree immersive AR user interface when

the AR objects themselves remain rendered within the scene, exploiting this gap in user

perception.
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Table 4.2: Analysis of which attacks each platform (in our testing configuration) enables. 8 indicates this attack is possible to

implement based on our experimental results; * indicates the attack might fail due to the AR platform’s inconsistent behavior.

Proposed Attack Property Attack Precondition ARCore ARKit Hololens Oculus WebXR

Denial-of-service
Invisibility Create Invisible Object:

8 8 8 8 8
Invisibility Invisible User Interaction:

Object Erasure Invisibility Composes as Expected w/ Virtual Obj.: 8

Input Forgery Synthetic Input Input Provenance: 8 8 8 8 8

Clickjacking
Same Space Interaction Consistency:

8 8 8*
Same Space Rendering-Interaction Consistency:

Object-in-the- Middle

Invisibility Invisible Interaction:

8 8 8 8 8Synthetic Input Input Provenance:

Synthetic Input Invisible Synthetic Input:
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4.4.4 Security Implications

Returning to our proof-of-concept attacks from Section 4.3, we can now directly connect

our empirical evaluation results with those attacks. In Table 4.2, we connect each attack

to its preconditions —that is, to the necessary experiment result(s) that would enable the

attack. For example, our denial-of-service attack requires that a platform be able to create

invisible cubes and that those cubes be able to receive user input (i.e., “Invisible Cube Input

Registration: ”). Based on our experiment results in Table 4.1 and each of the attack

preconditions, we can thus summarize in Table 4.2 which of our tested SDKs are vulnerable

to which attack. We demonstrate all five proof-of-concept attacks in current AR platforms

in Section 4.3.

4.5 Discussion

As with all emerging technologies — from smartphones (in the early 2000s) to computerized

automobiles (also in the early 2000s)— many defensive strategies can be adopted from earlier

technologies and new challenges must be overcome. We view this work as one component

in the evolution of computer security and privacy for AR systems. While it is impossible to

predict the future, we reflect on our work’s possible place in this evolution here.

4.5.1 Problem Formulation

There are often vulnerabilities in emerging technologies that, from a purely abstract technical

perspective, are unsurprising. Consider, for example, the discovery of strcpy vulnerabilities in

automobiles in 2011 [115], over two decades after Aleph One’s classic “Smashing the Stack

for Fun and Profit” [217]. The contribution of such results is not in finding yet another

vulnerability but in assessing how an emerging technology —one that has not yet seen sig-

nificant security analysis —might be vulnerable. We consider our work —our identification

of properties to assess as well as our exploration of case study attacks —to be of this lineage.

Moreover, we consider not only how AR systems might be vulnerable, but we empirically

find that the designs of all five instantiations of the AR technologies that we study do expose

themselves to attacks.

Today’s AR systems may not need to be secure against the types of attacks we study.
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They are still emerging and predominantly single-principal. But, under the assumptions

that future systems might be multi-principal, more widely used, and make design decisions

that often persist in future technologies even as the threat landscape changes, we believe

that it is imperative for AR platform designers to consider mitigation strategies now.

4.5.2 Knowledge of Defenses for 2D UIs Will Help

Applying existing (known) defensive strategies from other domains is a natural and appro-

priate first line of defense when considering newly discovered vulnerabilities in emerging

technologies. For example, in the automotive domain, early research suggested the use of

(even then) standard defenses, such as application-level authentication and encryption and

the avoidance of unsafe code like strcpy [115]. Likewise, there is already an existing wealth

of knowledge on UI security for 2D interfaces (desktop, mobile, web), and we encourage the

adoption (or extension) of those defensive techniques to AR systems.

For example, an invariant that can provide resilience to clickjacking on the web is the

following: a user can interact with a web object if and only if the web object is visible and

has been visible for at least a minimum amount of time [157]. That defensive strategy, if

implemented and fully instantiated, would serve to strengthen AR systems. However, is it

possible to fully instantiate that defensive strategy? We elaborate on this question below.

Other known techniques that could be adapted for AR UI security — once the need to

adapt them has been identified, as through our work — include: (1) input provenance to help

the application distinguish real user input from synthetic input, as well as synthetic input

from different sources [10, 142]; (2) “Z-fighting” (same space) mitigations for same space

conflicts (such as slightly offsetting multiple objects [32] or higher resolution buffers [169]);

and (3) the isolation of different application components (i.e., a “same origin policy” for AR

applications).

However, applying these techniques for AR may not always be straightforward or suffi-

cient, as we elaborate in the next subsection.

4.5.3 Knowledge of Defenses for 2D UIs Is Not Sufficient

Though it is impossible to fully predict all the challenges with future 3D interfaces, we

observe several potential differences here.
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For example, consider known defenses for clickjacking. From our assessment of 3D gaming

environments, there are reasons for which developers might intentionally create invisible yet

interactable objects. Thus, the anti-clickjacking invariant mentioned above may not be

directly applicable in all immersive 3D environments and use cases. Further, unlike desktop

and web environments, where one object is clearly “on top,” the visibility of an object

might be impacted by the position of the viewer, who could be moving around the objects,

or the objects could be moving around the viewer. This “on top” nature becomes even

more complicated if the same set of objects are being viewed by multiple people (different

viewers of the same scene might see different objects on top). Certainly, computational

methods could be used to determine which object is on top of each user, though platform

designers must account for the different architecture of AR systems and the different roles

of the physics and rendering engines. Even then, some invariants, such as minimum time

of visibility before being clickable, may be incompatible with some use cases, like playing a

game with fast-moving objects while simultaneously using another leisure application.

As another example, consider that our attacks depend on a threat model in which mul-

tiple application components — or multiple applications— are mutually distrusting. While

current AR platforms do not (yet) support rich multi-application interactions (except with

applications confined to 2D windows), we can anticipate that future platforms will evolve to

fully support two (or more) immersive augmented reality applications at the same time: for

example, walking directions interspersed with game content from another application. Se-

curely managing the integration of content from multiple applications in the AR context, or

even isolating content from different sources within the same application (like Site Isolation

for iframes on the web [229]), will be a large technical and research challenge [179].

4.5.4 Potential Defensive Techniques

Work has already begun to emerge within the security research community that provides

potential defensive directions against the issues we raise in this chapter. For example, Lee

et al. [184] introduced AdCube, a defensive system to counter several WebXR attacks. The

attacks they consider have some similarity (and some differences) with the ones we discuss

here. The blind spot tracking attack from AdCube places the ad entity outside of the user’s
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peripheral to increase the number of ad appearances, while the input forgery attack in this

chapter maximizes the number of ad clicks through synthetic input. The cursor-jacking

attacks from AdCube exploit the user’s perception to hijack authentic clicks whereas our

clickjacking attack utilizes the rendering-interaction inconsistency of virtual objects placed

in the same space. Despite these differences, the AdCube idea of confining untrustworthy

third-party libraries and preventing them from placing virtual objects could mitigate attacks

like those we explore as well: specifically, attacks that rely on the ability to generate virtual

content interleaved with the victim’s content. Future researchers could build upon AdCube

and our findings to develop a cross-platform AR defensive toolkit. More generally, future

work should also explore other possible approaches that isolate UI components from multiple

principals in future AR platforms.

4.5.5 Stepping Back

The preceding observations do not imply that the types of attacks we describe here are

insurmountable. Rather, this discussion reflects our view of how this work might fit into the

broader evolution of security and privacy for AR systems. At the highest level, and returning

to Section 4.5.1, we believe that our first and most important contribution is the knowledge

of what vulnerabilities might exist and how they presently manifest in different systems.

With that knowledge, it is possible to defend systems by leveraging existing knowledge from

2D contexts (Section 4.5.2), by creating new knowledge (Section 4.5.3), and by extending

existing defensive directions from AR contexts (Section 4.5.4). Toward the creation of new

knowledge and new defenses, a critical step will be the assessment of what types of appli-

cations and use cases the designers intend to support and the management of tensions that

arise when the exact feature exploited by an adversarial UI application is also needed by a

desirable application.

4.6 Conclusion

We presented an empirical analysis of five current AR platforms, systematically investigating

how they handle three UI security related properties that directly impact the output and

interaction of virtual content in multi-principal environments: Same Space, Invisibility, and

Synthetic Input. We demonstrated five proof-of-concept attacks— one implemented for each
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of our test platforms —that leverage different design choices in the context of these AR UI

security properties. We found that these current AR platforms, including Apple’s ARKit,

Google’s ARCore, Meta’s Oculus, Microsoft’s HoloLens, and WebXR, are all designed and

implemented in ways that enable our AR UI attacks to succeed. Our findings lay the

groundwork for future research and design work to consider and address AR UI security to

mitigate the risks of such attacks, either through directly applying past lessons from 2D UI

security or by developing new, AR-specific output isolation mechanisms that account for the

unique challenges of 3D, immersive interfaces.

All code for our experiments and the video demonstrations are available online at https:

//ar-sec.cs.washington.edu/ar_ui/ to support future researchers in extending our analyses to

other and future AR platforms.

https://ar-sec.cs.washington.edu/ar_ui/
https://ar-sec.cs.washington.edu/ar_ui/
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Chapter 5

Interaction: Perceptual Manipulation Attacks

This chapter considers user interaction with AR content, the third phase of the AR system

data flow highlighted in Chapter 1. Specifically, we examine how users interact with and

respond to potentially malicious AR content, and how these interactions can be manipulated

to influence user behavior and decision-making. We define such interaction as Perceptual

Manipulation Attacks (PMA). While current AR technology is sufficient to create PMA, little

research has been done to understand how users perceive, interact with, and defend against

such potential manipulations. To provide a foundation for understanding and addressing

PMA in AR, we conducted an in-person study with 21 participants and analyzed both

qualitative and quantitative results to understand user experiences during these malicious

interactions. This research contributes to our understanding of how users’ interactions with

AR content can be exploited and provides insights for developing defensive mechanisms

that protect users during their AR interactions. The work in this chapter, Exploring User

Reactions and Mental Models Towards Perceptual Manipulation Attacks in Mixed Reality,

was first published and presented at the 32nd USENIX Security Symposium in 2023 [119] 1

5.1 Introduction

Mixed reality (MR) technologies— technologies that place virtual content in users’ real-

world environment — are poised to dramatically alter how people interact with the physical

world, the digital world, and each other. Once inaccessible to the general public, MR devices

1Throughout this chapter, we primarily use the term “mixed reality", consistent with the terminology
used in our 2023 USENIX publication. All references to MR can be interpreted as AR.
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are becoming more available and affordable. Technologies like Microsoft’s Hololens 2 [16],

Meta’s Oculus Quest 2 [25], Project Cambria [18], Snapchat’s Spectacles [34], and Apple’s

incoming MR headset [56] are transforming previous visions for MR into reality.

Despite the benefit MR technologies could deliver, a growing body of research in the

computer security and MR communities has looked at perceptual issues in MR [129, 175]

and how users could be manipulated by content created by MR applications. One class

of potential attacks, termed Perceptual Manipulation Attacks (PMA) by Tseng et al. [269],

aims to manipulate the human multi-sensory perceptions of the physical world to influence

users’ decision-making, interaction, and even lead to physical harm through the presented

MR output stimuli. Unlike attacks targeting vulnerable hardware or platforms, here the

attack is impacting the perception and/or cognition of a person in an immersive way using

the MR system.

While PMA also exist on traditional platforms (e.g., phishing, distracting pop-ups), the

MR experience is fundamentally more immersive: for example, previous studies in gaming

settings [101,220,279] suggested that MR might produce meaningfully different experiences,

such as higher presence, more real and personal involvement, and higher affective responses.

PMA in MR are not only a theoretical threat; precursors are starting to manifest in

practice. Although not adversarial in nature, recent research [164, 274] documented severe

negative psychological impacts and physical injuries, including even death on users from us-

ing real-world MR applications (such as Pokémon Go), which indicates that even benignly-

designed MR applications can unintentionally “hack” user perceptions and introduce critical

risks. Prior work also demonstrates different types of PMA in a laboratory setting, such

as obscuring important real-world content [180], creating audio indistinguishable from real-

ity [17], alternating perceived haptic softness level [223, 224, 264], affecting users’ gustatory

sensations [211], and disrupting users physiologically [98].

Thus, while it is clear that PMA are possible, both with today’s technologies and in

the future, what is not known are the human experiences while undergoing such attacks,

where “experiences” include both behaviors (e.g., actions) and thoughts (e.g., impressions,

interpretations). As our community seeks to develop defenses against PMA in MR environ-

ments, we argue that it is essential to understand users’ experiences with PMA. Such an



76

understanding can form the basis of future risk assessments and defensive approaches.

Research Questions Motivated by the above, we formulate the following two key research

questions:

1. RQ1: What physical or behavioral reactions and responses do users have during their

interaction with perceptual manipulation attacks (PMA) in MR?

2. RQ2: What are user-reported reflections, reactions, and defensive strategies to PMA

in MR during or shortly after they occur? For example: Do users rationalize their

behaviors and responses to attacks? Do they perceive that they are under attack

during the attack? How do users defend against such attacks?

Answering the above questions enables us to suggest key strategies for researchers and

industry to reduce the harms of PMA in MR in the wild. These strategies include both

preventative measures and approaches for resiliency and harm reduction if attacks manifest.

Methodology To answer RQ1 and RQ2, we develop a methodology with the following

approach: we subject participants to PMA and (1) observe their physical and behavioral

reactions and responses during the attacks and (2) listen to any thoughts they might express

during the attacks and interview them after.

We highlight here several key elements of our methodology. First, because we would

be subjecting participants to PMA in a laboratory setting, it was essential to design a

safe testing procedure, including but not limited to receiving IRB approval. Second, it was

essential to create an experimental apparatus that (A) exposed participants to programmatic

MR content (virtual content placed in the physical world), (B) allowed that content to

sometimes (but not always) be adversarial, and (C) control the physical environment such

that the experiments would be repeatable. Elaborating on (C), it was essential for the

physical environment and the MR content (including adversarial content) to be synchronized.

To meet our experimental objectives, we designed an experimental harness with the

following properties: The physical world environment included a computer monitor and

mouse. The participants wore a mixed-reality headset. When the participants looked at

the real-world computer monitor while wearing the headset, they saw that monitor. Our
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Figure 5.1: Researcher testing our experimental harness.

experimental harness advanced both the content displayed on the computer monitor and the

virtual content displayed within the mixed-reality headset. See Figure 5.1.

We experimented with three controlled scenarios in which we asked participants to do

tasks where their performance was measured using three cognitive metrics: reaction speed,

sustained attention, and focus. Our study was a deception study: participants did not

initially know that we would be subjecting them to PMA. Within these scenarios, we then

subjected participants to three different PMA, each with the intention to attack different

perceptions: visual, auditory, and situational awareness.

Contributions In summary, our contributions include:

1. End User Behavioral Reactions: We focus on end users’ experiences when they en-

counter adversarial MR content. Our results suggest perceptual manipulation attacks

(PMA) successfully disrupt user performance and evoke the adversarially intended re-

action from users — as well as secondary effects, such as slowing down on non-attack

settings or amplifying subsequent PMA impacts.

2. End User Self-Reported Reflections: Through follow-up interviews, we provide rich

qualitative insights about how people assess, reason about, and defend against PMA
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in MR in practice.

3. MR PMA Experimental Harness: We implemented a harness to capture the impact

of PMA in MR on end users. We have publicly released our experimental harness2 to

facilitate open science.

4. Foundation for Future Defenses: Stepping back and reflecting on our studies of PMA

with real users, we provide suggestions for researchers and industry to build the next

generation of MR defenses and strategies to reduce the harms of attacks on the user-

MR interaction in the wild.

5.2 Methodology

To empirically explore user reactions to PMA, we designed an in-lab study in a user study

room. As discussed in Section 5.1, ours was a deception study in which participants were

told that we were evaluating the impact of wearing a MR headset while conducting tasks.

We mounted PMA on participants as they performed these tasks, interviewed them, and

then debriefed them after completing all tasks. Each study lasted for around 60 minutes.

5.2.1 Study Procedure

Warm-up Phase We started by having participants familiarize themselves with the MR

world. We helped participants, by non-contact demonstration, adjust the headset and tune

the interpupillary distance to minimize their discomfort level.

Experiment Phase Participants completed specified tasks in a benchmark setting and

under the influence of PMA. We intentionally did not mention security to them until a

debriefing at the end of the study, to minimize priming participants to the possibility of

attacks. Then, participants were instructed to complete three tasks (see Section 5.3 for

details). Most tasks consisted of three rounds: (1) an initial task-training round without the

headset, followed by (2) a benchmark round where they completed the task while wearing the

headset (though no MR content was shown), followed by (3) a withAttack round during which

we mounted PMA while they completed the task. We measured and recorded participants’

2
https://github.com/UWCSESecurityLab/MR-PMA-Harness

https://github.com/UWCSESecurityLab/MR-PMA-Harness


79

performance on the tasks under each condition. After the benchmark round, we did not give

instructions about any virtual content in order to observe the participants’ organic mental

models; the task goal remained the same after the benchmark round.

We encouraged participants to talk aloud throughout the experiment to capture in-the-

moment reactions. For all experiments, researchers could see participants’ view through the

headset streamed to a separate desktop computer display. With participant consent, we

recorded the entire study, including this captured first-person view; we present screenshots

of this view in figures throughout this chapter.

We emphasize that our benchmark round includes no MR content at all, rather than

attempting to compare with a condition containing benign MR output. There are many

ways that a benign or intending-to-be helpful MR application could be designed, and a

benign application might accidentally influence user perception as well (as in Pokémon Go).

Thus, in our work, we focus on exploring user reactions to an intentionally manipulative

MR application, compared to no MR content at all; future experiments could explore the

spectrum of reactions user might have to non-adversarial MR content as well.

Post-Task Interview Phase We conducted an in-depth, qualitative interview with par-

ticipants. We asked questions about their experiences doing the tasks, beginning with more

open-ended questions to avoid priming them. We then asked follow-up questions if par-

ticipants discussed the adversarial MR outputs, and we eventually debriefed participants

and disclosed the purpose of the study. We continued to talk to participants for about 15

minutes about their reflections on the study in particular and PMA in general (see Ap-

pendix B.2). We do not include any information from these post-debrief conversations in

the results because participants had been primed about PMA at this point, but we believe

that this post-study session helped participants process and understand the study. Before

participants left the room, we reminded them that they could reach out to us if they felt

discomfort or experienced any negative impact from the study. No one mentioned, nor did

we observe, any concern or discomfort. We include our interview script as well as our debrief

script in Appendix B.2.
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Figure 5.2: Diagram of our experimental harness.

5.2.2 Experimental Harness

Figure 5.2 presents an overview of our experimental harness. The computer and mouse

correspond to the real-world tasks presented to users. Affixed to the monitor is a QR code,

which enables the localization of the PMA output. In the following, numbers refer to the

arrows in Figure 5.2.

The Server Module controls the benchmark experiment. It (1) determines what content

to display on the monitor (content corresponding to the real-world task that the user is

performing). It also receives user input (2), in the form of mouse clicks (3), and saves

user’s performance in our MongoDB database (4). The Server Module is implemented with

Nodejs. The Server Module, combined with the monitor and the mouse, is the entirety of

the participant interface during the task-training round of the experimental phase.

The Mixed Reality Interface uses the Oculus Quest 2 head-mounted display with a ZED

Mini camera. We attached the ZED Mini to the Oculus headset with adhesive tape. The

Unity-based Mixed Reality Module renders the ZED Mini camera stereo view (5) in the

Oculus (6), and outputs it with the experiment (7) to user (8) and researcher (9). This part
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of the Mixed Reality Module, along with the Server Module, constitute the entirety of the

participant interface during the benchmark round of the experimental phase.

During the withAttack round of each scenario, the researchers start the Mixed Reality

Module, as they did during the benchmark round (9 and 10). The Server Module sends the

trigger via Socket.io to the Attack Module (11). The Attack Module leverages the OpenCV

library to detect the QR code (via (5)) on the Task Interface. It calculates the adversarial

output’s placement and generates it. The MR module then mixes the adversarial MR output

with the ZED Mini input (5) to render visual and auditory output (6) and displays it to

user (8), and to researchers (10 and 9).

5.2.3 Recruitment and Screening

Due to COVID-19, university safety protocols, as well as the nature of MR requiring par-

ticipants to be in person, we recruited participants with access to school buildings via de-

partment Slack and personal contacts. A study session took around 80 minutes including

sanitizing the equipment.

We advertised the study goal as evaluating the impact of wearing a MR headset while

conducting a primary task: we did not advertise it as a MR attack study to minimize priming

participants and potentially affecting their behaviors.

Candidates completed a screening survey (Appendix B.1), indicating any previous MR/VR

experience, demographics, and contact information (name and email). We did not consider

for the full study anyone who indicated dizziness or nausea during previous MR/VR use.

Ultimately, we recruited 21 participants (10 men, 11 women; age: M = 22.12, SD = 4.31).

Overall, most participants (around 85%) had “some” experience with MR/VR, two partic-

ipants were regular users, and one participant had never tried MR/VR. Our participants’

ages ranged from 20 to 28; the majority are in the technology industry.

Participants who completed the full study were compensated with a $30 Amazon gift

card. The compensation was based approximately on the hourly minimum wage in our area

($15) and accounting for additional time that participants might need to commute to our

lab. The compensation method and amount were approved as part of our full IRB protocol.

We note that compensation may influence a participant’s decision to participate in the study
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in the first place.

5.2.4 Ethical Considerations

Our study, reviewed and approved by our university’s IRB, raised several ethical considera-

tions. First, it was designed as a deception study: we did not initially disclose its true goals

so we could avoid biasing reactions. We designed the study to minimize any potential risks

beyond task performance impairments: participants completed the tasks while seated, and

the tasks did not involve moving around the physical space while wearing the MR headset.

We informed participants that the MR headset could cause discomfort (such as nausea or

dizziness) and that they could stop at any time during the study with no loss of promised

compensation. (No participants discontinued the study before completion, and none ex-

pressed or appeared to experience discomfort during the study.) Since attacks could affect

participant performance on tasks, we framed the study as an evaluation of the MR tech-

nology rather than participant performance. We debriefed all participants about the true

nature of the study at the end.

Additionally, we did not ask participants to reveal sensitive information. We sent the

consent form to participants days before the study and asked for their physical signature

when they arrived at the user study room to participate in the study and to be video

recorded. We stored all recordings on password-protected drives and removed any personally

identifying information from notes and transcripts.

5.2.5 Data Analysis

We analyzed our data using both quantitative and qualitative methods. In the experiment

phase, we evaluated participants’ performance for each task under various conditions using

the metrics we describe in Section 5.3. For the qualitative data, we transcribed the interview

audio using Rev [30]. All four researchers independently developed preliminary codebooks

based on three interviews. These researchers then iteratively resolved disagreements and de-

veloped a full version of the codebook collaboratively. The first author applied the codebook

to all interview transcripts. All researchers discussed when new codes emerged, and resolved

any further disagreements. The first author kept the codebook updated, and applied the

final codebook to all interview transcripts. No new theme was found. We conducted the-
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matic analyses from a broad family of methods [109, 202], combining a deductive approach

(applying a security threat modeling framework to our interview data to identify sub-themes

related to attack attribution and defensive strategy) and an inductive approach (generat-

ing additional themes/codes from the interview data). We provide the full codebook in

Appendix B.3.

5.2.6 Limitations

First, though we report experimental data for participants’ performance, we do not aim to

make causal or generalizable claims. We did not conduct a large-scale randomized trial with

many participants and, for example, our experiments do not account for possible ordering

effects. While we asked participants to randomly select either Scenario A or Scenario B to

start (see Section 5.3), Scenario C always came last because it most clearly gave away the

adversarial nature of the study. Our work is the first step towards deeply understanding

user perceptions and defensive approaches to PMAs, and lays a foundation for future work

to conduct larger-scale studies to test ordering effects or the generality of our findings.

Second, our participant sample has the following limitations: Most of our participants

were predominantly young adults with STEM education backgrounds. Due to these limi-

tations, the findings of our study should not be generalized. Future work could explore a

broader population or more directly focus on specific populations.

Third, because participants were in a lab setting and in some cases previously knew the

researchers, they may have either trusted the MR content more (assuming good intentions

of the researchers) or less (if participants happened to know that the researchers work in

a security-focused group). To mitigate these potential impacts, we designed the study to

avoid priming participants about security. We found that participants were impacted by

the adversarial MR content in our experiments, even in cases where they assumed good

intentions (e.g., attributing attacks to glitches) or knew the researchers. Likewise, we expect

that users in real MR scenarios will bring a variety of preconceptions to the situation.

Fourth, we did not ask participants about color blindness during our screening (though

we should have). No participants mentioned color-blindness during the tasks, and their task

performance suggests that they could see the colors we used.
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Finally, we conducted our experiment with one particulMR hardware setup. We chose

state-of-the-art hardware and software, but our results may not generalize to other setups or

future technologies. Despite the imperfections of the MR setup (e.g., virtual content did not

necessarily believably blend into the real world), participants were impacted by our attacks.

5.3 Scenarios and Attacks

Our high-level goal is to explore how users are impacted by and respond to different PMA

in MR. For this investigation, we thus design and develop controllable, repeatable in-lab ex-

periments that were modeled after both known psychological experiments and prior concern

about MR in real environments. In choosing our attacks, we focus on exploring different

types of perceptions to attack: visual, auditory, and situational awareness. Note that the

attacks we present are prototypes; future attackers might mount far more sophisticated and

powerful attacks with the help of next generation MR headsets and external devices such as

eye tracking hardware [38] or electromyography wearable wristbands [11].

The following three subsections describe our three scenario case studies. We summarize

all of our attacks in Table 5.1.

5.3.1 Scenario A: Reaction Time Task, Visual Attacks

Reaction Time Task Reaction time is the duration of the interval between presentation

of a stimulus and response to the stimulus. There are concerns about how adversarial MR

content might manipulate user visual perception to impact those reaction times rooted in

classical psychology literature [148, 219]. For example, for people using MR while driving,

attackers could overlay virtual objects on real traffic lights, causing the driver to react slowly

or to misinterpret those lights [145,146].

To evaluate the effect of adversarial MR output on reaction time, we created an exper-

iment in which participants were asked to respond quickly to a stimulus, modeled after an

existing cognitive study game [33]. The real-world task consisted of red and green boxes

shown on a computer screen: participants were asked to wait while a red box was visible,

and click a mouse button as quickly as possible after a green box appeared (see Figure 5.3).

Success metrics for participants on this task are (1) clicking correctly, i.e., only when a green

box appears, and (2) fast reaction time in clicking when a green box appears. As introduced
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Table 5.1: Summary of all attacks.

Name Attack Description Attack Goal Perception

Reaction–FalseGreen Overlay a virtual green object

while the real-world box is still

red.

Make participants click incorrectly

Slow their reaction significantly

Visual

Reaction–DoubleGreen Overlay a virtual green object

at the time the real-world box

turns green.

Slow their reaction significantly Visual

Reaction–DoubleRed Overlay a virtual red object

while the real-world box is still

red.

Make participants click incorrectly

Slow their reaction significantly

Visual

Reaction–FalseRed Overlay a virtual red object

at the time the real-world box

turns green.

Slow their reaction significantly Visual

Sustained Attention–

NotificationSound

Play a sequence of notification

sounds during level 2.

Make participants click incorrectly Auditory

Sustained Attention–

RingtoneSound

Play a sequence of ringtone

sounds during level 4.

Make participants click incorrectly Auditory

Focus–CountingCard Display a sequence of playing

cards.

Prevent participants from noticing im-

portant context

Situational

Awareness

in Section 5.2.1, this experiment consists of three rounds: first, the task-training round

without an MR headset; second, the benchmark round with the MR headset; third, the

withAttack round with the headset. Each round consists of eight levels, i.e., eight instances

of a green box appearing and the user needing to click.

Color Attacks In the context of this task, we craft visual manipulation attacks named

"Color Attacks" with two types of goals: (1) Induce an incorrect reaction and (2) Delay

a correct reaction. We implement a total of four attacks in the withAttack round. These

attacks are described in Figure 5.4, and the participant view is shown in Figure 5.5.

Two of our attacks involve attempting to fool the user about the color of the real-world

box, by overlaying a virtual box with the wrong color. (Note that we slightly misaligned the

virtual box and made it partially transparent, so that participants could still see the actual

real-world stimulus.)
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(a) Waiting Page (b) Reaction Page

Figure 5.3: Participant view of the real-world Reaction Task.

1. Reaction-FalseGreen attack: Overlay a virtual green object while the actual box is

still red. This attack aims to cause participants to click incorrectly.

2. Reaction-FalseRed attack: Overlay a virtual red object when the actual box turns

green. This attack aims to mislead the participants and delay their reaction or cause

them to fail to click entirely.

We crafted two other attacks, in which the virtual box color matches that of the real-

world box. These attacks allow us to investigate the impact of PMA that may be startling

or distracting, but is not directly misleading.

3. Reaction-DoubleGreen attack: Overlay a virtual green object when the actual green

box appears. This attack may cause users to delay or avoid clicking as they focus on

interpreting the adversarial content.

4. Reaction-DoubleRed attack: Overlay a virtual red object while the actual box is

still red. This attack may induce users to click incorrectly, e.g., if they attempt to

overcompensate for the adversarial content.
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Figure 5.4: Timeline of attacks on the Reaction Task during the withAttack round (round

3).

We expose participants to these attacks in the following order (see Figure 5.4): the

FalseGreen attack on level 2, the DoubleGreen attack on level 3, the DoubleRed attack on

level 5, and the FalseRed attack on level 6. For this exploratory study, we did not randomize

the order in which these attacks were presented (which would have required an infeasibly

large number of participants and was not our goal).

If participants click incorrectly on level 2 (Figure 5.5(a), FalseGreen attack) or level 5

(Figure 5.5(c), DoubleRed attack), when the actual box is still red, we conclude the attack

is successful in manipulating user visual perception and inducing an incorrect reaction.

If the participants click correctly on level 3 (Figure 5.5(b), DoubleGreen attack) or level

6 (Figure 5.5(d), FalseRed attack), we compare their reaction time with group’s average

performance on the MR benchmark round. If the reaction time on valid clicks under these

two attacks falls outside two standard deviations of the group’s average performance, we can

conclude that the attack is successful in manipulating user visual perception and slowing

reaction time.

5.3.2 Scenario B: Sustained Attention Task, Auditory PMA

Sustained Attention Task Sustained attention is the ability to concentrate on an activ-

ity. While naturally occurring stimuli may also disrupt users’ controlled mental processing
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(a) FalseGreen Attack (b) DoubleGreen Attack

(c) DoubleRed Attack (d) FalseRed Attack

Figure 5.5: Participant views of attacks in the Reaction Task— The floated boxes are gen-

erated by Color Attacks and blended into the user’s view to intentionally mislead them.

and lead to focused-attention deficit [245], we are especially interested in the capability of

immersive MR audio to intentionally distract a user from another task. To evaluate the

effect of auditory PMA on sustained attention, we create a scenario in which participants

are asked to memorize a sequence of real-world stimuli, modeled after an existing cognitive

study game [31]. For the purposes of our experiment, that real-world stimulus consists of

increasingly long sequences of flashing buttons. The sequences do not build on each other

but are newly random at each length. Participants are asked to memorize the sequence,

and then click each button at the correct location, as shown in Figure 5.6. The success

metric for participants on this task is to recall as many sequences correctly as possible. This

experiment also consists of three rounds (task-training, benchmark, and withAttack rounds).
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Figure 5.6: Two-item sequence on level 2 of the Attention Task.

Auditory Attacks Towards our goal of exploring different types of PMA, in this scenario

we consider audio instead of visual adversarial content. Given the immersive nature of

MR audio, participants might treat it as a real-world stimulus (e.g., think an actual phone

is ringing). MR attackers (unlike other distractions in the user’s environment) can also

precisely and stealthily inject audio when participants are under high cognitive load based

on MR device sensor data. Given the above task, we crafted two auditory attacks with one

goal: (1) Distract users at a specific point in the task.

1. Sustained Attention-NotificationSound attack: Play a sequence of notification

sounds during all of level 2.

2. Sustained Attention-RingtoneSound attack: Play a sequence of ring-tone sounds

during all of level 4.

We use the Audio Spatializer SDK to create an immersive 3D sound effect on both audio

data. The sound is played from the Oculus built-in speakers.

Figure 5.7 demonstrates the timeline of the withAttack round. If more participants fail

at recalling the memorized sequence on level 2 or level 4 during withAttack round than

benchmark round, we conclude that the attack is successful at affecting auditory perception

and distracting participants from the primary task at the chosen times.
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Figure 5.7: Timeline of the withAttack round (round 3) of the Attention Task. In the actual

task, all elements lit up with the same color; here we use different colors to illustrate time.

5.3.3 Scenario C: Focus Task, Situational Awareness Attack

Focus Task Focus is defined here as the ability to direct your attention to a particu-

lar idea [226]. As people are exploring MR usage in critical operation settings such as

surgery [239], construction [207], and driving [145], researchers have raised concerns about

users focusing on MR content to the detriment of other stimulus, and thus fail to notice

fully-visible yet unexpected important notices. Such distraction due to MR can lead to

serious danger such as falling down cliffs [39] or wandering into the street without noticing

incoming vehicles [164].

To evaluate the effect of situational awareness attack to manipulate user focus, we create

a scenario, parallel with the classic "Gorilla experiment" [247], in which participants’ task is

to notice real-world context on the monitor (though they do not know that this is their task

when they begin the scenario). The text on the monitor appears while the participants are

doing a decoy activity (i.e., the MR attack) with virtual content in the MR headset. The

monitor text says: “If you see this message, raise your hand immediately”. This real-world

content becomes increasingly visible in four phases, described in the caption of Figure 5.8.

Participants’ metric for success is: notice the change in the real world as quickly as possible.

We emphasize that this task is different from the previous tasks, in that the actual task

and success metrics are not given to participants, but rather they are given an MR activity

that turns out to be the attack.
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Figure 5.8: Timeline of the Focus Task and corresponding Situational Awareness Attack.

In phase 1, the screen changes from no text displayed to our instruction. In phase 2, the

background color changed from blue to black. In phase 3, the font size and the window

width increased to maximum, and in phase 4, the background start to blink with different

colors.

Situational Awareness Attack Given the above task, we crafted one PMA targeting

situational awareness, which refers to the perception of what is around us [132]. This attack

has one goal: (1) Prevent participants from noticing real-world instructions. A

more successful attack will keep users from noticing the real-world changes in the Focus

Task for longer.

1. Focus-CardCounting attack: Display a sequence of playing cards to prevent partic-

ipants from perceiving the real-world target.

Unlike previous setups, this experiment only has one round, as a non-attack round would

give away the nature of the task. The attack consists of 28 virtual playing cards, displayed

one at a time, for one second each. Participants are asked to count the number of red

cards that appeared. Starting after 15 seconds of card counting, we showed the instruction

corresponding to the actual Focus Task on the computer screen. Figure 5.8 shows the attack

and task timeline, and Figure 5.9 shows the participant’s view. To explore user reactions
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(a) Phase 1 (b) Phase 2

(c) Phase 3 (d) Phase 4

Figure 5.9: Participant views of the Situational Awareness Attack during the Focus Task.

The floating cards are generated by the Situational Awareness Attack. Four increasingly

visible phases of the real-world notification are shown on the monitor. Omitted from this

figure are Phase 0 (no text on the screen) and Phase 5 (no cards in the foreground).

under different degrees of awareness conditions, starting from the 6th participant, we advised

them at the beginning of this task to stay aware of their real-world surroundings.

5.4 Results: Behavioral Reactions

We begin with an analysis of our experimental data to study users’ reactions when encoun-

tering MR PMA (RQ1).

Impacts of Visual Attacks on Reaction Task We use two metrics to evaluate visual

PMA effectiveness: (1) invalid click rate, which measures the number of participants out

of 21 who clicked incorrectly (before the real-world box shown on the computer monitor
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Table 5.2: Experimental results for the Reaction Task, comparing different attacks, non-

attack, and benchmark conditions. * In the benchmark round, 5% of clicks are delayed by

definition (since we defined delayed clicks as those outside of 95% of the benchmark data).

We give percentages for ease of interpretation, not to imply generalizability to a broader

population.

Color Attacks
Metric (1): Invalid Click Rate Metric (2): Delayed Click Rate Combined

Invalid Total Percentage Delayed Valid Percentage All

FalseGreen (R3) 15 21 71.42% 5 6 83.33% 95.24% (20/21)

DoubleGreen (R3) 0 21 0% 14 21 66.67% 66.67% (14/21)

DoubleRed (R3) 6 21 28.57% 13 15 86.66% 90.48% (19/21)

FalseRed (R3) 0 21 0% 16 21 76.19% 76.19% (16/21)

No Attack (R3) 0 84 0% 33 84 39.29% 39.29% (33/84)

Benchmark (R2) 0 168 0% 10* 168 5.95%* 5.95% (10/168)*

turns green) for a given attack, and (2) delayed click rate, which measures the number

of participants out of 21 who took a significantly longer time to click on the real-world

stimulus. Here, we define “significantly” as outside two standard deviations of the group’s

average performance in the previous benchmark round. Table 5.2 summarizes the attack

efficacy of all four Color Attacks.

For the DoubleGreen and FalseRed attacks, recall that the real-world box turned green

at the time of the attack, so Metric (1) (invalid click rate) does not apply (i.e., all clicks

were valid); thus, Metric (1) is reported only for the FalseGreen and DoubleRed attacks. For

the FalseGreen and DoubleRed attacks, some participants avoided the initial attack and did

manage a valid click after the real-world box later turned green; in those cases, we evaluated

their performance under Metric (2) (delayed clicks rate of valid clicks).

Figure 5.10 details individual participants’ performance under each attack. The top of

this figure shows reaction time performance for valid clicks under each attack, compared

with the participant’s benchmark performance. The bottom part of the figure counts the

participant’s invalid clicks.

Participants were susceptible to manipulative MR content that tried to evoke the target re-
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Figure 5.10: Per-participant performance on different Reaction Task attacks. The top graph

captures every valid click, and the bottom bar chart captures the number of invalid clicks.

For visual clarity we connect the benchmark dots with a line, not to imply points between

participants on the line.

action (i.e., clicks). As the first row in Table 5.2 shows, almost all of our participants were

affected by the FalseGreen attack. That is, most participants were fooled by the adversar-

ial virtual green box and invalidly clicked in response (15/21). While our study allowed

us to observe this only in our specific experimental setting, it provides a proof-of-concept

demonstration, suggesting one type of user impact as a result of perceptual manipulation.

This observation allows us to hypothesize that this finding would generalize to other settings

where people perform tasks requiring quick reaction times while viewing MR content.

Participant reactions were slowed by manipulative MR content. As the Metric (2) (Delayed
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Click Rate) column in Table 5.2 shows, all four of our attacks delayed participants’ reaction

times on valid clicks. We can consider two cases here: first, attacks that occurred when the

real-world box turned green, i.e., the DoubleGreen and FalseRed attacks. In both cases,

the attack caused significant delays in participants responding to the real-world green box

(14/21 and 16/21 participants respectively). In the second case, with the FalseGreen and

DoubleRed attacks, a click at the initial time of the attack would have been invalid (a

successful attack per Metric (1)); some participants avoided clicking falsely then, and made

it to the point in time when the real-world box turned green (refer to the timeline of the

attacks in Figure 5.4). However, even in these cases, participant responses were often delayed

(5/6 and 13/15 participants respectively).

We observed a few cases of extremely delayed responses — in particular, a few partici-

pants (P5, P16, P21) took over 2000 ms to click on some attacks (see Figure 5.10). Because

the manipulative MR content was programmed to disappear after two seconds, this means

that these participants waited until after the virtual box had disappeared to click. We

cannot determine from our experimental results why participants were slowed by these at-

tacks: whether they were distracted or confused by the manipulative MR content, whether

they were attempting to avoid manipulative content, or whether they believed it was real-

world content. We return to these questions in our qualitative analysis in Section 5.5 later.

Participant reactions were triggered by non-target manipulative MR content.

We saw above that in the FalseGreen attack, participants were induced to click even

though the real-world box was not green. As the third row in Table 5.2 shows, we also

find that some (6/21) participants clicked invalidly under the DoubleRed attack, where the

real-world box was also not green— even though the manipulative MR content was red.

By contrast, in the benchmark round (with the MR headset but without any attack) in

Table 5.2, we see that no participant ever clicked while the real-world box was red. In

this case, we hypothesize that participants were induced to click not because they thought

the manipulative MR content was real, but because they were surprised or distracted by it,

or because (having encountered some manipulative content already) they tried incorrectly

to compensate for it. We again return to these questions in our qualitative analysis in
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Figure 5.11: For the Reaction Task, comparing participants’ performance on non-attack

levels in the withAttack round with the group’s average performance in the benchmark round.

Section 5.5 later.

Secondary impacts: reduced reaction time performance in non-attack settings. We have

thus far discussed only direct impacts of the Color Attacks. However, we also observed

an indirect/secondary impact. Specifically, when no attack occurred, participants still took

a significantly longer time to click after having encountered at least one attack. Figure

5.11 summarizes the performance on each non-attack level during the withAttack round and

compares it with the group’s average performance during the benchmark round. At level 1, no

attack had yet been encountered. In level 4, when participants just experienced FalseGreen

and DoubleGreen attacks, we noticed a significant increase in average reaction times for

nearly half of the participants. In level 7, after the FalseRed and DoubleRed attacks, we

notice similar numbers of impacted participants, but with a more scattered distribution.

This result suggests that even when attacks do not appear, past attacks can still impact

participants’ reaction process.

In our setting, we saw participants become more cautious and slow down after attacks

manifested, and they became even more cautious after experiencing different types of attacks.
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Figure 5.12: Results from the Attention Task. The x-axis shows scores during the withAttack

round, and the y-axis shows scores during the benchmark round. Each box contains the

number of participants who received that combination of scores. The red lines highlight

that most people achieve scores of 5 or 6 in the benchmark round, while most people only

reach 4 in the withAttack round.

Impacts of Auditory PMA on Sustained Attention Task We use one metric to eval-

uate audio attack effectiveness, i.e., failure rate, which measures the number of participants

out of 21 who failed at correctly recalling the provided sequence on a level when an audio at-

tack was played. Recall that we experimented with two audio attacks: the NotificationSound

at level 2, and the RingtoneSound at level 4.

Manipulative MR audio content impacted participants’ performance on the Sustained Atten-

tion task.

We find that the NotificationSound attack on level 4 impacts many participants. The

heatmap in Figure 5.12 shows the performance of each participant on the benchmark round

and the withAttack round. Each cell in the heatmap represents the number of participants

who finished at level [y] on the MR benchmark round, and at level [x] on the withAttack

round. Overall, we find that significantly more participants (12) failed on level 4 in the

withAttack round compared with the previous benchmark round (2). As above, we cannot

say from our experimental results why this attack was effective, but we provide participants’
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Table 5.3: Experimental results for the Focus Task under the Card Attack, with original and

updated instructions (where participants were told to pay attention to real-world context).

Original Instruction Updated Instruction

Raise Total Raise Total

Phase 1 1 5 1 16

Phase 2 0 5 4 16

Phase 3 1 5 0 16

Phase 4 0 5 1 16

Phase 5 3 5 10 16

self-described reflections in Section 5.5.

Participants were resilient to auditory PMA under some conditions. While the Notification-

Sound attack on level 4 was effective, we found that the RingtoneSound attack was much

less effective. Referring again to Figure 5.12, we see that most participants progressed past

level 2 and the RingtoneSound attack during the withAttack round. We suspect (and some

participants mentioned) that the task was sufficiently simple at earlier levels.

Impacts of Card Attack on Focus Task We use one metric to evaluate the Card At-

tack’s effectiveness: phase number (1-5), which measures when participants saw and reacted

to instructions in the real world (i.e., when they raised their hands). Higher phase numbers

mean that participants reacted later, that is, the attack was more effective.

Manipulative MR content prevented participants from reacting to the real-world instruction.

Of our 21 participants, only two immediately noticed the real-world instruction and

raised their hands (phase 1). In contrast, 13 participants reacted to the instruction only

after the Card Attack was completely gone (phase 5). Despite the increasing visibility of

the real-world instruction, only six participants noticed it during phases 2-4 (see Table 5.3).

Manipulative MR content still distracts participants even when instructed otherwise.

Of the 16 participants to whom we gave updated instructions to pay attention to the real
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world during the scenario, only six reacted before phase 5. This suggests the unexpected-

ness of manipulative MR content, while slightly remedied, can still leave many participants

vulnerable.

5.5 Results: User-Reported Reflections

From our observations of participants performing tasks and for our subsequent interview,

we identified several points during our evaluation when significant human-AR interactions

or tensions arose about which we gathered participant reflections (RQ2): (1) reactions to

attacks, (2) mitigating the onset of attacks, and (3) making sense of the attacks. We organize

our results around these points with mappings to the corresponding scenarios and attacks.

We lost the transcript for P3 because we failed to save the Zoom recording, but we did

capture P3’s task performance data. Here we thus report qualitative results only for 20

participants. We slightly edited some quotes for readability.

(1) Self-Reported Impacts of PMA In Section 5.4, we observed attack impacts by

comparing participant performance on several key metrics. Here, we turn to participants’

self-reported reactions, asking them to walk us through what went through their mind when

attacks occurred, helping us better understand why attacks may have been successful (or

not).

Attack impact: Not knowing how to proceed . During the Reaction Time Task and Sustained

Attention Task when participants first experienced PMA, many (9 of 20) were not sure what

it was or how to respond. For example, P16 justified her delayed response time (over 2000

ms) when she first encountered the FalseGreen attack:

Because like I knew that I was supposed to follow like the color, like when it turns

green on the screen. But like if it turns green outside of the screen, I was like,

should I follow that? Or should I keep following the screen? (P16)

Participants also described trying to make sense of the FalseRed attack:

If there is a red screen coming in front of your eyes when there is actually a green

screen in the background, that’s more conflicting than what I would expect it to

be. (P7)
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Attack impact: Inability to focus on the primary task. Another commonly mentioned (9 of

20) impact from the Reaction Time Task and Sustained Attention Task was that the PMA

distracted participants from focusing on the primary task. For example, P8 related his initial

impression when experiencing one of the Color Attack:

It was like a lot slower because I was distracted by the green square that was

popping up. (P8)

P14 suggested the Card Attack prevented her from noticing the primary task:

I can’t multitask, so you’re like, "Pay attention to your surroundings," and I’m

like, "I got to pick one, so I pick the cards. (P14)

Attack impact: Inability to distinguish between virtual and real. Though our manipulative

MR content was not close to full fidelity, and the Color Attack objects were even misaligned,

we found that some participants on first impression were unable to identify the manipulative

MR content as being virtual. For example, P6 later described not realizing the stimulus was

virtual in Color Attack even after clicking on it multiple times:

I think the first color was green, and when it popped up, I clicked it, and I was

like, it didn’t work so I kept clicking it because it should work. (P6)

We found that more participants (7 of 20) initially treated the audio attack as a real-

world sound. For example, when P14 first heard the RingtoneSound attack, he described

believing it was actually coming from a physical phone:

What is going on? Somebody’s calling? (P14)

Attack Impact: Entangling manipulative audio output with primary task. Six participants

discussed how auditory attacks impacted their decision-making process in the Sustained

Attention Task. P11 mentioned that:

I heard sound when I was doing the clicking and because the rhythm of the sound

is different from the box changing colors, I got distracted I don’t know how many

times. (P11)
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P1 discussed the mental overload of handling video and audio at the same time:

Some of [the attacks] don’t line up with what you’re seeing, extra processing that

you’re having to do, or extra filtering to do those things... Maybe those are

different parts of the brain, and those parts of the process might not really overlap.

(P1)

Though visual virtual content remains predominant in today’s MR platforms and ap-

plications, our finding nevertheless suggests potential risks as MR increasingly incorporates

different output modalities (e.g., auditory, haptic). We hypothesize that future PMA may

be able to leverage multiple sensory modalities to be particularly effective.

(2) Mitigating Onset of Attacks We now turn to participants’ adaptation or defensive

strategies when experiencing PMA and the subsequent impacts of their chosen strategies.

Though participants did not typically interpret the attack outputs as being malicious, we

can still learn from how they attempted to avoid the manipulative MR content.

Defensive technique: Mentally filtering out attack content. Many participants (8 of 20) tried

to filter the attack content out of their awareness and concentrate on the non-affected area

during the Reaction Time Task and Sustained Attention Task. P13 described that:

I think instead of noticing the [visual attack], I try to concentrate on what’s behind

it. (P13)

Defensive technique: Learning from past attacks. Once participants realized that attacks

were occurring (even if they did not think of them as malicious but rather as glitches), some

participants adapted their behavior, anticipating and reacting more quickly to subsequent

Color and Audio Attacks. For example, P6 explained:

At one point I kind of got used to it, and then when it flips colors, it took less

time to get used to. (P6)

Defensive technique: Physically swipe it away. We noticed that when the FalseGreen attack

appeared, two participants instinctively raised their hand and tried to swat away the virtual
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green box. While participants did not discuss this approach, we think this natural reaction

suggests potential avenues for future MR systems to detect manipulative content.

When defensive techniques fail under changing attacks. Once some participants developed

a particular defensive strategy and/or adapted to a given attack, they often expected that

similar attacks would occur. When the Color Attack instead changed, for example, P18

explained how he found himself newly impacted:

The red object tripped me up because the green object was in sync with the span.

So I thought, “Oh, if I see the objects, I can just click on the feedback loop.” Then

when I saw the red object, I clicked on it. Obviously, I wasn’t supposed to. (P18)

Side effects from defensive techniques. Participants reported that attempting to avoid ma-

nipulative MR content was challenging. And though we found that while defensive strategies

sometimes helped avoid attacks, they also caused participants to become more cautious and

slower, as P1 described:

I think it takes a little bit more mental effort to like filter those out. (P1)

This finding supports our experimental results from Figure 5.11, which showed that par-

ticipants’ reactions times were slowed even under non-attack conditions, after experiencing

attacks.

(3) Attribution and Interpretation of PMA Participants attributed the attacks they

experienced to different causes and/or interpreted them in different ways. Before the debrief,

we asked participants to share their thoughts and feelings about the experiment, and describe

anything that impacted their performance. If they responded by asking about glitches, for

example, we did not directly debrief with our research goal, but asked them to first elaborate

on their thoughts.

Thought the attack outputs were glitches. We found that the majority of participants (14 of

20) initially assumed that the unexpected outputs in the Reaction Time Task and Sustained

Attention Task were glitches, sometimes thinking back to their previous MR/VR experiences.

For example, P1 with VR gaming experience recalled:
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This is absolutely similar to some of my experiences, like when you’re playing a

game, and the game glitches out a little bit. (P1)

The fact that participants often assumed (at least at first) that the attacks were glitches

could in part reflect the experimental setting: we intentionally did not prime participants

about security or the possible presence of attacks, and they may have given the study and the

researchers the benefit of the doubt by not jumping to conclusions about malicious intentions.

Still, we consider this finding to be meaningful. First, we stress that even participants who

attributed the attacks to glitches were impacted by the attacks in practice. Moreover, in real

MR settings, users may also be disinclined to assume the presence of malicious adversaries,

and the fact that MR software glitches are already common experiences may allow MR

attacks to “hide” under the cover of such glitches.

Thought the attack output was supposed to help them. In other instances, participants as-

sumed that the manipulative MR content in the Reaction Time Task and Sustained Attention

Task was actually intended to support the primary task. For example, P8 speaks about the

Color Attacks:

Oh it’s here to like maybe help me with the task and like actually performed better.

(P8)

In the Sustained Attention Task, some participants also tried to link the audio output

with the visual task. P9 assumed it was aimed to help them perform better:

I think I started hearing some like beeping noises... I wondered at first if maybe

that was a way to give me a hint.(P9)

This assumption was again perhaps the result of the experimental setting— expecting

that the study was about testing how MR content might help someone perform a task—

but we emphasize that people may make such assumptions in real MR settings, as well.

Indeed, we observed that participants’ trust levels towards MR were relatively high in general

and that they had not previously experienced or even considered attacks in MR. Such an
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assumption presents a possible opportunity for attackers to either make their attacks more

stealthy and/or more directly influence people’s behaviors on a task.

Attributed attack output to part of the study. Ten participants noticed something was off

and guessed (correctly) that it might be a deliberate part of the study, as P13 suggested:

I would assume if you guys are conducting the experiment, you would have it

done correctly. You would stop the game if it was going awry. (P13)

Two participants successfully identified the full purpose of the study, with one participant

even spontaneously bringing up the gorilla experiment on which our Selective Attention Task

was based. We stress that even these participants were still impacted by attacks, suggesting

that suspecting attacks is not enough to protect users.

5.6 Discussion

While a growing body of prior work has contended with PMA in MR, our work is the

first, to our knowledge, to experimentally understand end users’ reactions, interpretation,

and defensive strategies when experiencing PMA. We highlight several key lessons from our

work, and we reflect on implications for MR designers and paint a future research vision.

5.6.1 Key Lessons

1. User can be manipulated by adversarial MR content even despite today’s technical lim-

itations. PMA has the ability to manipulate a user’s perception of the real world (e.g.,

treating PMA as if it originated from the real world) and jeopardize their performance

on main tasks.

2. In addition to the direct impacts of PMA, we also documented secondary effects that

manifested on subsequent tasks or task instances — for example, participants becoming

more cautious and slow on non-attack tasks after experiencing PMA.

3. Upon experiencing attacks, we observed participants developing a variety of hypothe-

ses, including that the adversarial MR outputs were glitches, outputs were real, or

outputs were supposed to help them, to explain the adversarial MR content — but
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participants were nevertheless impacted by them. Such expectations can be leveraged

by real attackers to either make their attack more stealthy and/or more manipulative.

4. We observed cases of participants successfully adapting to the potential presence of

attacks and performing better to subsequent attacks. Meanwhile, there were also ex-

amples of participants’ adaptive or defensive strategies backfiring— particularly when

the attack goal changed.

5.6.2 Implications for MR Defenses

We re-emphasize the call from prior work: MR system and application designers must take

into account the possibility of adversarial content. Our work, along with others’, experimen-

tally demonstrates that such attacks can have real impacts on people using MR systems,

and we expect that the impacts in more critical applications and/or with more finely-tuned

attacks may be substantially worse. In terms of how to take these concerns into account,

our findings with real participants position us to make several recommendations:

Contextual focus mode. As our results and previous research indicated, user can be inten-

tionally manipulated or unintentionally distracted by MR stimuli, which can affect their

performance on critical tasks. Future MR systems should take that into consideration and

incorporate different levels of engagement. For example, inspired by users’ defensive strategy

in Section 5.5, when a user is on high cognitive load, future MR systems could minimize the

amount of displayed information or filter other MR content out of the user’s field of view.

Escape to reality. When buggy or malicious content inevitably occurs, user should be able

to safely exit back to reality. Similar to the “control-alt-delete” concept for PCs, future MR

systems should allow the users to easily and reliably exit the MR view when they wish, i.e.,

with all MR outputs verifiably disabled (as also suggested in [234]). This mechanism could

also be used by users to verify whether something they perceive is MR content or part of

the physical world.

Build human resilience against attacks. We observed that some participants were able to

perform better on subsequent attacks after they had been exposed to other attacks (though
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this was not uniformly the case). We encourage future work to further study the potential

impact of prior exposure to adversarial MR content on future attack resilience, and to

explore how to best take advantage of such resilience. For example, can people be trained

or “inoculated” against some types of manipulative MR content through periodic exercises?

Leverage our experimental methodology to evaluate the effectiveness of proposed defenses.

Besides enabling the evaluation of PMA, our methodology, which involves exposing partici-

pants to PMA in a controlled real-world environment, can be used to measure the impacts

of proposed defenses above. As mentioned in Section 5.1, we have made publicly available

our experimental testbed implementation.

Attribution of MR content. Given the rising integration of various third-party tools in the

MR development cycle, we hypothesize future PMA are likely to manifest in the wild through

imported third-party malicious code. Current MR systems render first-party content and

third-party content in a similar format, which makes it hard for the user to distinguish if the

rendered content is originated from a trusted source. We believe future MR systems should

explore ways of providing trusted indicators about the source of content.

5.6.3 Future Directions

Anticipating future PMA in MR. Based on the interviews with participants, we speculate

the possibility of even more effective PMA. For example, attacks that simultaneously com-

bine adversarial visual and auditory outputs, or attacks that shift strategies over time to

undermine users’ defensive adaptations. While our work is early in the evolution of MR

technologies (and hence early in the evolution of PMA), it would seem reasonable to assume

that adversaries — once they manifest — may conduct their own experiments to maximize

the impact of their attacks. Thus, future studies must also attempt to anticipate and protect

against such threats.

Evaluating PMA in real-world settings. While we chose to conduct our experiment in a lab

setting given safety concerns, a number of related works have already started to implement

MR in real life scenarios such as driving [145] and walking [285]. While these works focus

more on exploring the technical possibility with MR, future security researchers could apply
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a similar methodology to implement specialized PMA and investigate their impact on users

with proper safety precautions.

Exploring PMA in a multi-user setting. Adversarial MR content might come — as in our

study — from a malicious application, but it might also come from other users. As online

metaverse platforms start to emerge, toxic and abusive behavior has already been observed

in a multi-user settings [29], and some research has begun to explore security and privacy

for multi-user MR content sharing [225, 237]. Future studies should also investigate user

perception of and reaction to PMA under different multi-user dynamics.

5.7 Conclusion

Our goal in this work has been to explore experimentally the spectrum of end-user reac-

tion, perceptions, and defensive strategies as a result of MR-based perceptual manipulation

attacks (PMA). In order to do so, we created a variety of tasks and attack scenarios and

observed how users responded, adapted to, and reasoned about them. We view our contribu-

tion as laying the groundwork for continued study of PMA. To that end, our work presents

a PMA evaluation framework, surfaces several key lessons from user reactions, and proposes

directions for future defenses. By constructing PMA targeting different perceptions, and

conducting in-depth interviews learning about user perception now, we are taking concrete

steps toward securing future human–MR interactions.
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Chapter 6

Conclusion

6.1 Summary of Contributions

This thesis adds to a growing body of work from the computer security and privacy com-

munity, which has been addressing security, privacy, and safety risks in AR for over a

decade [233]. While prior work provides valuable contributions in hypothesizing risks with

AR systems, my research is situated at the cusp of significant AR technology advancement,

allowing me to identify new examples of attack vectors that are actively exploitable on cur-

rent AR platforms. To accomplish this, I conducted comprehensive security and privacy

analyses of the latest AR ecosystems, examining the core phases of the AR system data

flow: input, output, and interaction.

Permission Design for AR Input. Novel inputs such as eye-tracking and hand-tracking

enable exciting functionality, enhance understanding of user intention, and greatly improve

ergonomic ease when interacting with AR systems. However, existing research has high-

lighted significant privacy concerns. Our work in Chapter 3 investigates best practices for

designing permission frameworks and empirically evaluates existing designs on modern AR

platforms. Key guiding principles from our study include clear articulation of privacy mech-

anisms, ensure sensitive data is processed only on-device, and provide fine-grained access

control to users.

Security Vulnerabilities with AR Output. Extensive past research and practice have

considered user interface (UI) security for two-dimensional output. Our work in Chapter 4

systematically investigates how AR platforms handle three-dimensional UI output security-
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related properties: Same Space, Invisibility, and Synthetic Input. We demonstrated five

proof-of-concept attacks, with one implemented for each of our test platforms, that leverage

different design choices in the context of these AR UI security properties. We found that

current AR platforms are all designed and implemented in ways that enable our AR UI

attacks to succeed. We discuss potential future defenses, including applying lessons from

2D UI security and identifying new directions for AR UI security. Our findings establish

groundwork for future research and design work to consider and address AR UI security

challenges.

Safety Risks from AR Interaction. When interacting with overlaid AR content, users

may face safety risks if the presented content influences their decision-making in ways that

could lead to incorrect perception, cognition, or resulting reaction. The goal of our work in

Chapter 5 is to experimentally explore the spectrum of end-user reactions, perceptions, and

defensive strategies in response to AR-based perceptual manipulation attacks (PMA). To

that end, our work presents a comprehensive PMA evaluation framework, surfaces several

key insights from user reactions, and proposes directions for future defenses.

6.2 Looking Forward

The future of AR security and privacy is intrinsically tied to the evolution of AR technology

itself. The current north star for AR development is to build everyday-wear glasses that are

contextually intelligent, delivering not just immersive experiences but instructive information

at the right time. As these technologies continue to develop, the framework presented in

this thesis can be used to systematically identify and proactively apply relevant mitigation

to security and privacy threats embedded in current technical trajectories.

Input Evolution. Emerging biometric controllers such as electromyography (EMG) wrist

bands [35] and brain-computer interface (BCI) controllers [26] are in early development

stages but represent the next frontier of AR input modalities. These technologies will bring

new opportunities but also pose serious privacy threats as they capture intimate physiological

and neural data. Our findings in Chapter 3 provide a foundation for addressing these chal-

lenges: when these technologies enter mainstream markets, system developers can leverage

our findings to inform permission design, more clearly communicate their privacy-preserving
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techniques, and build adoption-friendly permission flows.

Holographic Output. Recent breakthroughs in near-eye holographic displays [147, 161]

provide enhanced visual fidelity and immersion in AR experiences. As 3D content becomes

more realistic and spatially integrated, proper content isolation mechanisms become crit-

ical to prevent third-party applications from manipulating output for malicious purposes

as shown in Chapter 4. In addition, drawing from our findings in Chapter 5, future AR

platforms must implement robust authentication mechanisms that can distinguish between

trusted and untrusted content sources while maintaining seamless user experiences.

Interaction with Embedded AI. Existing AR glasses prototypes from Google and Meta

already incorporate advanced AI features that deliver contextually intelligent experiences [27,

154]. However, to provide contextual information, these AI models require access to sheer

amounts of personal data captured from the user’s first-person perspective, including visual

scenes, audio conversations, bystander activity, and environmental context. Based on our

findings in Chapter 3, we recommend processing sensitive data on-device or implementing

opt-in/opt-out features for users to choose whether they wish to share their data with AI

services. Beyond data collection concerns, another challenge is how to safely integrate AI-

generated outputs into users’ field of view. The overlays could inadvertently manipulate

user perception and decision-making in ways similar to the PMA we demonstrated. Our

framework in Chapter 5 can serve as an evaluation benchmark to systematically assess how

AI-generated AR content affects human performance and to develop mitigation mechanisms

that ensure user safety while enabling intelligent assistance.

6.3 Final Remarks

While we cannot fully predict the future trajectory of AR technology, this combination of ac-

tive threat identification and proactive mitigation strategies provides a robust foundation for

future defense. As AR technology continues its rapid advancement toward ubiquitous adop-

tion, the security and privacy challenges identified in this thesis will only grow in importance.

The frameworks, evaluations, and solutions presented here provide essential foundations to

pave the way for a secure and trustworthy AR future.
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Appendix A

Additional material for: User Comprehension and

Comfort with Eye-Tracking and Hand-Tracking Per-

missions in Augmented Reality

A.1 Recruitment & Survey

In our study, we asked the same set of questions across three different devices. The only

difference was the corresponding information about the permission UI, such as permission

dialog screenshots and whether the device prompted for permission. We provided alt-text

for all screenshots in our survey.

[Recruiting Message] In this study, we are hoping to evaluate the permission-granting

process of current Augmented/Mixed Reality Headsets (Apple Vision Pro, Hololens 2,

and Oculus Quest Pro). You will be asked to complete a questionnaire which will take

around 13 minutes. We are looking for participants who have little or no experience with

Augmented/Mixed Reality headsets. When taking the survey, simply answer the questions

as honestly as you can. Thank you for your interest in this research.

[Consent Form] Thank you for taking the survey! We are a group of researchers from the

University of Washington, and we are hoping to evaluate the permission-granting process

of current Augmented/Mixed Reality Headsets (Apple Vision Pro, Hololens 2, and Oculus

Quest Pro). You will be asked to complete a questionnaire which will take around 10
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minutes. This study was reviewed by the UW Institutional Review Board (IRB) and

deemed exempt because it involves no more than minimal risk and meets other criteria.

Your responses to this survey will be anonymized. Data from this survey will be stored

securely and kept confidential. Your participation in this survey is voluntary, and you may

withdraw anytime. If you have questions about this study, please contact Kaiming Cheng

(Ph.D. candidate at UW) at kaimingc@cs.washington.edu. You may also contact the UW

Human Subjects Division (HSD), which manages IRB review, at hsdinfo@uw.edu. Thank

you for taking our survey!

[Filtering] Do you consent to participate in this study?

(i) I am at least 18 years old, I have read and understood this consent form, and I agree

to participate in this online research study.

(ii) I do not wish to participate in this study.

[Context] Welcome to the study! We are investigating user perceptions and comfort with

the permission-granting process in Augmented and Mixed Reality technologies. Augmented

Reality/Mixed Reality (AR/MR) is a technology that overlays digital information onto a

user’s view of the real world. One common Augmented/Mixed Reality device is a Head

Mounted Display, or a headset. AR/MR headsets come in various forms - from looking like

regular glasses to looking more like helmets. For example, here are some existing AR/MR

headsets on the market today (Figure A.1)

[Tech Background]Do you have a background in technology through education or professional

experience?

(i) Yes

(ii) No

[AR Familiarity] Have you heard of Augmented Reality/Mixed Reality (AR/MR) before this

study?

(i) Yes

(ii) No
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Figure A.1: Images of AR headsets (Meta’s Quest Pro, Microsoft’s HoloLens 2, and Apple’s

Vision Pro)
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[AR Experience] What is your experience level with Augmented Reality/Mixed Reality

(AR/MR) headsets?

(i) I have never used any AR/MR headset.

(ii) I have used an AR/MR headset a few times.

(iii) I am an active user of AR/MR headsets.

[AR Headset Usage] If you have used any of the following AR/MR headsets: Microsoft

Hololens 2, Apple Vision Pro, or Meta Quest 3, please select those devices below.

(i) Microsoft Hololens 2

(ii) Apple Vision Pro

(iii) Meta Quest 3

(iv) I have not used any of the above devices.

A.1.1 Survey for Eye-tracking on Oculus

[Introduction] Augmented and Mixed Reality headsets have a variety of sensors recording

data while the headset is in use. Users of these headsets typically view permission dialogs

to let you allow or deny this request to access your data for different sensors. In this

survey, we will present permission dialogs for two different types of sensors and ask for your

impressions of each set of dialogs. When you continue, you will see the first sensor.

[Instruction] Suppose you want to use an AR/MR headset with an eye-tracking feature.

Below is what you see in the process of granting permission for eye-tracking. We would

like to ask you about your comfort levels and how informed you feel during this permission-

granting flow. You will first navigate the system-level permission settings for eye tracking.

You can enable eye-tracking permission, pause eye tracking, and control eye calibration

data for the system in this dialog from the system setting.After you toggle the button, the

following dialog appears (Figure A.2):

After you enable the eye-tracking feature, you will be asked to perform a calibration

process. You can control which application has access to your eye-tracking data in the

system setting (Figure A.3):
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Figure A.2: System-level eye-tracking permission dialog (Oculus)
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Figure A.3: Eye-tracking calibration and app permission control (Oculus)
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[Q1]: I feel informed about the utility of this permission. (5pt Likert scale from “Strong

disagree” to “Strong agree”)

[Q2]: I feel informed about the associated privacy risk of this permission. (5pt Likert scale

from “Strong disagree” to “Strong agree”)

[Q3]: I feel confident that this AR/MR system will securely store my eye-tracking data.

(5pt Likert scale from “Strong disagree” to “Strong agree”)

[Q4]: I know exactly what type data will be collected, how it will be used, and who will

have access to it based on the information presented in the above permission screenshots.

(5pt Likert scale from “Strong disagree” to “Strong agree”)

[Q5]: I feel comfortable using the device knowing the level of access it has to my eye

tracking data. (5pt Likert scale from “Strong disagree” to “Strong agree”)

[Instruction] Now, we are interested in the degree to which you understand what the system

(i.e., the headset) can do with your data once you grant permission. Answer the following

true or false questions regarding the sensor capability. This is not an evaluation of you;

rather, we are attempting to evaluate the efficacy of these dialogs.

[Q6]: The system can understand where your eyes look to indicate which virtual object to

select. 1. True 2. False 3. I don’t know

[Q7]: The system can identify which real-world objects you are looking at. 1. True 2. False

3. I don’t know

[Q8]: The system can simulate your eye movement for your virtual avatar. 1. True 2. False

3. I don’t know
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[Q9]: The system can authenticate your identity from the unique aspect of your eye (i.e.,

iris). 1. True 2. False 3. I don’t know

[Q10]: The system can adjust eye calibration for new users. 1. True 2. False 3. I don’t

know

[Instruction] Answer the following true or false questions regarding the sensor privacy.

This is not an evaluation of you; rather, we are attempting to evaluate the efficacy of these

dialogs.

[Q11]: The system requires your permission to access your eye tracking data. 1. True 2.

False 3. I don’t know

[Q12]: The system allows you to control which application has access to your eye tracking.

1. True 2. False 3. I don’t know

[Q13]: The system can transfer your eye tracking data to an external device (e.g., a

company server). 1. True 2. False 3. I don’t know

[Q14]: The system can retain the unprocessed image of your eye on the AR/MR headset.

1. True 2. False 3. I don’t know

[Q15]: The system only collects your final selection (instead of your eye movements) from

the eye tracking data. 1. True 2. False 3. I don’t know

[Instruction] Now, you open an app on the headset, which has its own app-level permission

settings for eye tracking. The following app dialog appears after you open the application

for the first time (Figure A.4):

[Q16]: I feel informed about the utility of this permission. (5pt Likert scale from “Strong
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Figure A.4: App-level eye-tracking permission dialog (Oculus)
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disagree” to “Strong agree”)

[Q17]: I feel informed about the associated privacy risk of this permission. (5pt Likert scale

from “Strong disagree” to “Strong agree”)

[Q18]: I feel confident that this AR/MR application will securely store my eye-tracking

data. (5pt Likert scale from “Strong disagree” to “Strong agree”)

[Q19]: I know exactly what type data will be collected, how it will be used, and who will

have access to it based on the information presented in the above permission screenshots.

(5pt Likert scale from “Strong disagree” to “Strong agree”)

[Q20]: I feel comfortable using this AR/MR application knowing the level of access it has

to my eye-tracking data. (5pt Likert scale from “Strong disagree” to “Strong agree”)

[Instruction] Now, we are interested in the degree to which you understand what the

application can do with your data once you grant permission. Answer the following true or

false questions regarding the sensor capability. This is not an evaluation of you; rather,

we are attempting to evaluate the efficacy of these dialogs.

[Q21]: The application can understand where your eyes look to indicate which virtual

object to select. 1. True 2. False 3. I don’t know

[Q22]: The application can identify which real-world objects you are looking at. 1. True 2.

False 3. I don’t know

[Q23]: The application can simulate your eye movement for your virtual avatar. 1. True 2.

False 3. I don’t know

[Q24]: The application can authenticate your identity from the unique aspect of your eye
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(i.e., iris). 1. True 2. False 3. I don’t know

[Q25]: The application can access user’s eye calibration data (e.g., eye position) provided

by the system. 1. True 2. False 3. I don’t know

[Instruction] Answer the following true or false questions regarding the sensor privacy. This

is not an evaluation of you; rather, we are attempting to evaluate the efficacy of these dialogs.

[Q26]: The application requires your permission to access your eye tracking data. 1. True

2. False 3. I don’t know

[Q27]: The application can access your eye tracking data when running in the background.

1. True 2. False 3. I don’t know

[Q28]: The application can transfer your eye tracking data to an external device (e.g., a

company server). 1. True 2. False 3. I don’t know

[Q29]: The application can retain the unprocessed image of your eye within the application.

1. True 2. False 3. I don’t know

[Q30]: The application only collects your final selection (instead of your eye movements)

from the eye tracking data. 1. True 2. False 3. I don’t know

[Instruction]Now that you have seen the permission settings for both the overall system and

the app, we want to understand what information about both the system and the app can

help you feel more comfortable using the technology in the future.

[Instruction] Please drag and drop the top three most important items from the list below

that can influence your decision to use this technology in the future. (Don’t worry about

the ordering within the box)
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[Item 1]: Knowing who will have access to this data. [Example includes: permission request;

background access, control which app has access to your data].

[Item 2]: Knowing how will the data be stored. [Example includes: Delete after use, stores

eye tracking data by default; provide options to delete your data.]

[Item 3]:Knowing how will the data be transmitted.[Example includes: keep your data only

on device; transfer your data to an external device]

[Item 4]: Knowing what type of data will be collected. [Example includes: eye movement

data (how long you look); eye gaze data (where you look); final selection (where you indicate);

unique aspect of your eye (iris).]

[Item 5]: Knowing what is the purpose of collecting this data. [Example includes: indicate

selection; generate virtual avatar; identity authentication]

A.1.2 Survey for Hand-tracking on Oculus

[Instruction] Suppose you want to use an AR/MR application with a hand-tracking feature.

Below is what you see in the process of granting permission for hand tracking. We would

like to ask you about your comfort levels and how informed you feel during this permission-

granting flow. You will first navigate the system-level permission settings for hand tracking.

You can enable hand-tracking permission for the system in this dialog from device permission

in the system setting. After you toggle the button, the following dialog appears (Figure A.5):

[Hand-tracking tutorial] After you enable the hand-tracking feature, the system will present

tutorials on how to interact with the virtual content using your hand (Figure A.6):

[Q31]: I feel informed about the utility of this permission. (5pt Likert scale from “Strong

disagree” to “Strong agree”)

[Q32]: I feel informed about the associated privacy risk of this permission. (5pt Likert scale

from “Strong disagree” to “Strong agree”)

[Q33]: I feel confident that this AR/MR system will securely store my hand-tracking data.
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Figure A.5: System-level hand-tracking permission dialog (Oculus)
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Figure A.6: System-level hand-tracking tutorial dialog (Oculus)
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(5pt Likert scale from “Strong disagree” to “Strong agree”)

[Q34]: I know exactly what type data will be collected, how it will be used, and who will

have access to it based on the information presented in the above permission screenshots.

(5pt Likert scale from “Strong disagree” to “Strong agree”)

[Q35]: I feel comfortable using the device knowing the level of access it has to my

hand-tracking data. (5pt Likert scale from “Strong disagree” to “Strong agree”)

[Instruction] Now, we are interested in the degree to which you understand what the system

(i.e., the headset) can do with your data once you grant permission. Answer the following

true or false questions regarding the sensor capability. This is not an evaluation of you;

rather, we are attempting to evaluate the efficacy of these dialogs.

[Q36]: The system can understand your hand gesture to perform certain actions (e.g.,

select, scroll). 1. True 2. False 3. I don’t know

[Q37]: The system can identify which real-world objects you are holding. 1. True 2. False

3. I don’t know

[Q38]: The system can simulate your hand movement for your virtual avatar. 1. True 2.

False 3. I don’t know

[Q39]: The system can authenticate your identity from the unique aspect of your hand (i.e.,

fingerprint). 1. True 2. False 3. I don’t know

[Q40]: The system can measure the hand size of new users. 1. True 2. False 3. I don’t know

[Instruction] Answer the following true or false questions regarding the sensor privacy.

This is not an evaluation of you; rather, we are attempting to evaluate the efficacy of these



151

dialogs.

[Q41]: The system requires your permission to access your hand tracking data. 1. True 2.

False 3. I don’t know

[Q42]: The system allows you to control which application has access to your hand tracking.

1. True 2. False 3. I don’t know

[Q43]: The system can transfer your hand tracking data to an external device (e.g., a

company server). 1. True 2. False 3. I don’t know

[Q44]: The system can retain the image of your hand on the AR/MR headset. 1. True 2.

False 3. I don’t know

[Q45]: The system only collects your final selection (instead of your hand movements) from

the hand tracking data. 1. True 2. False 3. I don’t know

[Instruction] Now, you open an app on the headset, which doesn’t need to request app-level

permission for hand tracking since the app has automatic access to hand tracking data.

[Q46]: I feel informed about the utility of this permission. (5pt Likert scale from “Strong

disagree” to “Strong agree”)

[Q47]: I feel informed about the associated privacy risk of this permission. (5pt Likert scale

from “Strong disagree” to “Strong agree”)

[Q48]: I feel confident that this AR/MR application will securely store my hand-tracking

data. (5pt Likert scale from “Strong disagree” to “Strong agree”)

[Q49]: I know exactly what type data will be collected, how it will be used, and who will
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have access to it based on the information presented in the above permission screenshots.

(5pt Likert scale from “Strong disagree” to “Strong agree”)

[Q50]: I feel comfortable using this AR/MR application knowing the level of access it has

to my hand-tracking data. (5pt Likert scale from “Strong disagree” to “Strong agree”)

[Instruction] Now, we are interested in the degree to which you understand what the system

(i.e., the headset) can do with your data once you grant permission. Answer the following

true or false questions regarding the sensor capability. This is not an evaluation of you;

rather, we are attempting to evaluate the efficacy of these dialogs.

[Q51]: The application can understand your hand gesture to perform certain actions (e.g.,

select, scroll). 1. True 2. False 3. I don’t know

[Q52]: The application can identify which real-world objects you are holding. 1. True 2.

False 3. I don’t know

[Q53]: The application can simulate your hand movement for your virtual avatar. 1. True

2. False 3. I don’t know

[Q54]: The application can authenticate your identity from the unique aspect of your hand

(i.e., fingerprint). 1. True 2. False 3. I don’t know

[Q55]: The application can measure the hand size of new users. 1. True 2. False 3. I don’t

know

[Instruction] Answer the following true or false questions regarding the sensor privacy. This

is not an evaluation of you; rather, we are attempting to evaluate the efficacy of these dialogs.

[Q56]: The application requires your permission to access your hand-tracking data. 1. True

2. False 3. I don’t know
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[Q57]: The application can access your hand tracking data when running in the background

1. True 2. False 3. I don’t know

[Q58]: The application can transfer your hand tracking data to an external device (e.g., a

company server). 1. True 2. False 3. I don’t know

[Q59]: The application can retain the image of your hand within the application. 1. True

2. False 3. I don’t know

[Q60]: The application only collects your final selection (instead of your hand movements)

from the hand tracking data. 1. True 2. False 3. I don’t know

[Instruction]Now that you have seen the permission settings for both the overall system and

the app, we want to understand what information about both the system and the app can

help you feel more comfortable using the technology in the future.

[Instruction] Please drag and drop the top three most important items from the list below

that can influence your decision to use this technology in the future. (Don’t worry about

the ordering within the box)

[Item 1]: Knowing who will have access to this data. [Example includes: permission request;

background access, control which app has access to your data].

[Item 2]: Knowing how will the data be stored. [Example includes: Delete after use, stores

hand tracking data by default; provide options to delete your data.]

[Item 3]:Knowing how will the data be transmitted.[Example includes: keep your data only

on device; transfer your data to an external device]

[Item 4]: Knowing what type of data will be collected. [Example includes: hand movement

data (how fast you move); hand gesture data (what guesture you perform); unique aspect

of your hand (fingerprint).]
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[Item 5]: Knowing what is the purpose of collecting this data. [Example includes: indicate

selection; generate virtual avatar; identify authentication]

A.1.3 Survey for Eye-tracking on HoloLens

[Instruction] Suppose you want to use an AR/MR headset with an eye-tracking feature.

Below is what you see in the process of granting permission for eye-tracking. We would like

to ask you about your comfort levels and how informed you feel during this permission-

granting flow. You will first navigate the system-level permission settings for eye tracking.

You can enable eye-tracking permission, pause eye-tracking, and control eye calibration

data for the system in this dialog from the system setting. (Figure A.7):

[Instruction] After you enable the eye-tracking feature, you will be asked to perform a

calibration process. After the calibration process, the system provides an alternative sign-in

process using the eye-tracking feature. This feature is optional (Figure A.8):

Questions are identical to Q1-Q15 in Appendix A.1.1

[Instruction] Now, you open an app on the headset, which has its own app-level permission

settings for eye tracking. The following app dialog appears after you open the application

for the first time (Figure A.9):

Questions are identical to Q16-Q30 in Appendix A.1.1

A.1.4 Survey for Hand-tracking on HoloLens

[Instruction] Suppose you want to use an AR/MR application with a hand-tracking feature.

Below is what you see in the process of granting permission for hand tracking. We would

like to ask you about your comfort levels and how informed you feel during this permission-

granting flow. You will first navigate the system-level permission settings for hand tracking.

The hand tracking permission for this system is enabled by default. You are informed about

the hand-tracking for the system through this visualization. (Figure A.10):

[Instruction] Hand tracking does not require calibration from the user. Currently, the system
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Figure A.7: System-level eye-tracking dialog and app permission control (HoloLens)
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Figure A.8: System-level eye-tracking calibration and iris sign-in dialog (HoloLens)



157

Figure A.9: App-level eye-tracking permission dialog (HoloLens)

does not offer a way to control which applications can access your hand-tracking data in the

system setting.

Questions are identical to Q31-Q45 in Appendix A.1.2

[Instruction] Now, when you open an app on the headset, it does not need to request

app-level permission for hand tracking. The hand-tracking permission in this system is

enabled by default, so the application automatically has access to the hand-tracking data.

You can control the permission for hand-tracking background access for the applications in

the system settings (Figure A.11):

Questions are identical to Q46-Q60 in Appendix A.1.2

A.1.5 Survey for Eye-tracking on Vision Pro

[Instruction] Suppose you want to use an AR/MR application with an eye tracking feature.

Below is what you see in the process of granting the permission for eye tracking. We

would like to ask you about your comfort level and how informed you feel during this
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Figure A.10: Hand-tracking visualization (HoloLens)
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Figure A.11: Background access permission for hand-tracking (HoloLens)
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Figure A.12: Eye-tracking calibration (Vision Pro)

permission-granting flow. You will first navigate the system-level permission settings for

eye tracking. The eye tracking permission for the system is enabled by default. You are

informed about the eye-tracking calibration for the system in this dialog. (Figure A.12):

[Instruction] After the calibration process, the system provides an alternative sign-in process

using the eye-tracking feature. This feature is optional(Figure A.13):

Questions are identical to Q1-Q15 in Appendix A.1.1

[Instruction] Now, you open an app on the headset, which doesn’t need to request app-level

permission for eye tracking since device doesn’t share eye-tracking data with applications.
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Figure A.13: Eye-tracking Optid ID (Vision Pro)

Questions are identical to Q16-Q30 in Appendix A.1.1

A.1.6 Survey for Hand-tracking on Vision Pro

[Instruction] Suppose you want to use an AR/MR application with a hand-tracking feature.

Below is what you see in the process of granting permission for hand tracking. We would

like to ask you about your comfort levels and how informed you feel during this permission-

granting flow. You will first navigate the system-level permission settings for hand tracking.

The hand tracking permission for this system is enabled by default. You are informed about

the hand-tracking for the system through this visualization. (Figure A.14):

[Instruction] You can control which application has access to your hand-tracking data in the

system setting (Figure A.15):

Questions are identical to Q31-Q45 in Appendix A.1.2
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Figure A.14: Hand-tracking calibration (Vision Pro)

Figure A.15: Hand-tracking app permission control (Vision Pro)
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Figure A.16: App-level hand-tracking permission dialog (Vision Pro)

[Instruction] Now, you open an app on the headset, which has its own app-level permission

settings for hand tracking (Figure A.16):

Questions are identical to Q46-Q60 in Appendix A.1.2

A.2 Comprehension Questions Answer Key

As part of our analysis of participant comprehension, we determine our own best assessment

of the correct answer. We did this based on our own understanding of the APIs, documen-

tation, and privacy policies. We document our answers and justifications for eye-tracking
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on the system level in Table A.1, eye-tracking on the application level in Table A.2, hand-

tracking on the system level in Table A.3, and hand-tracking on the application level in

Table A.4. Quotes from privacy policies or documentation are in italics in the tables.
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Table A.1: Justification for system-level eye-tracking comprehension questions

Comprehension

Question

HoloLens HoloLens Justifica-

tion

Oculus Oculus Justifica-

tion

Vision

Pro

Vision Pro Justifi-

cation

The system requires

your permission

to access your

eye-tracking data.

False Denying access only

blocks apps from

accessing your eye

tracking. It does

not block HoloLens

(Figire A.7)

True Run-time system

level permission

model (Figure A.2)

False Eye-tracking is en-

abled by default for

the system.

The system allows

you to control which

application has ac-

cess to your eye

tracking.

True Built-in function

(Figure A.7)

True Built-in function

(Figure A.3)

False Eye input is not

shared with Apple,

third-party apps, or

websites. [83]

The system can

transfer your eye-

tracking data to an

external device (e.g.,

a company server).

False Microsoft doesn’t

store any biometric

or other identifiable

information [80].

True We collect and retain

certain data about

your interactions with

eye tracking [63]

False Eye input is not

shared with Apple,

third-party apps, or

websites. [83]
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The system can re-

tain the unprocessed

image of your eye on

the AR/MR head-

set.

False We store calibration

information locally on

device correlated with

bit codes from the Iris

pattern [76]

False The raw image data

is deleted from your

headset after the ab-

stracted gaze data is

generated. [63]

False Optic ID data —

including mathemati-

cal representations of

your iris — is en-

crypted and protected

by the Secure En-

clave [83]

The system only

collects your final

selection (instead

of your eye move-

ments) from the eye

tracking data.

False Abstracted eye-

tracking data is

available to the

system [70]

False Abstracted eye-

tracking data is

available to the

system [57]

True Data minimization for

eye-tracking data [83]

The system can un-

derstand where your

eyes look to indicate

which virtual object

to select.

True Built-in function

(EyesPose.Gaze [70]).

True Built-in function

(OVREyeGaze [57]).

True Built-in function [83].

The system can

identify which real-

world objects you

are looking at.

True Access to passthrough

camera data is avail-

able [53].

False Identifying real-world

objects requires in-

tegrating passthrough

camera data, which

the eye-tracking API

does not offer [50].

False Identifying real-world

objects requires in-

tegrating passthrough

camera data, which

the eye-tracking API

does not offer [83].
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The system can sim-

ulate your eye move-

ment for your vir-

tual avatar.

True Abstracted eye-

tracking can simulate

eye movement (Eye-

sPose.Gaze [70]).

True Abstracted eye-

tracking can simu-

late eye movement

(OVREyeGaze [57]).

True Built-in function

(Persona [83]).

The system can au-

thenticate your iden-

tity from the unique

aspect of your eye

(i.e., iris).

True Store calibration in-

formation locally on

device correlated with

bit codes from the Iris

pattern [76]

False Iris-scanning function

is not supported

True Optic ID data is en-

crypted, never leaves

your device, and is ac-

cessible only to the

Secure Enclave pro-

cessor. [83]

The system can ad-

just eye calibration

for new users.

True Built-in function [76]. True Built-in func-

tion [57]).

True Built-in function [83].
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Table A.2: Justification for application level eye-tracking comprehension questions

Comprehension

Question

HoloLens HoloLens Justifica-

tion

Oculus Oculus Justifica-

tion

Vision

Pro

Vision Pro Justifi-

cation

The application re-

quires your permis-

sion to access your

eye-tracking data.

True Run-time app level

permission model

(Figure A.9)

True Run-time app level

permission model

(Figure A.4)

False Eye input is not

shared with Apple,

third-party apps, or

websites [83].

The application

can access your

eye-tracking data

when running in the

background.

False Background access

for eye-tracking is not

supported.

False Background access

for eye-tracking is not

supported.

False Eye input is not

shared with Apple,

third-party apps, or

websites. [83]

The application can

transfer your eye-

tracking data to an

external device (e.g.,

a company server).

True System provide no

control over how

third-party used

user’s eye-tracking

data .

True Oculus does not con-

trol how a third-party

app uses, stores,

or shares your ab-

stracted gaze data

[63]

False Eye input is not

shared with Apple,

third-party apps, or

websites [83].

The application can

retain the unpro-

cessed image of your

eye on the AR/MR

headset.

False Only abstracted eye-

tracking data is avail-

able to the applica-

tion [70]

False Only abstracted eye-

tracking data is avail-

able to the applica-

tion [63]

False Eye input is not

shared with Apple,

third-party apps, or

websites [83].
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The application

only collects your

final selection (in-

stead of your eye

movements) from

the eye-tracking

data.

False Application has ac-

cess to the abstracted

eye-tracking data [70]

False Application has ac-

cess to the abstracted

eye-tracking data [57]

True Only when you se-

lect the button, by

both looking at it and

tapping your fingers

together, does where

you are looking get

communicated to the

app. [83].

The application can

understand where

your eyes look to in-

dicate which virtual

object to select.

True Built-in function

(EyesPose.Gaze [70]).

True Built-in function

(OVREyeGaze [57]).

False Eye input is not

shared with Apple,

third-party apps, or

websites [83].

The application can

identify which real-

world objects you

are looking at.

True Access to passthrough

camera data is avail-

able [53].

False Identifying real-world

objects requires in-

tegrating passthrough

camera data, which

the eye-tracking API

does not offer [50].

False Eye input is not

shared with Apple,

third-party apps, or

websites [83].

The application can

simulate your eye

movement for your

virtual avatar.

True Abstracted eye-

tracking can simulate

eye movement (Eye-

sPose.Gaze [70]).

True Abstracted eye-

tracking can simu-

late eye movement

(OVREyeGaze [57]).

False Eye input is not

shared with Apple,

third-party apps, or

websites [83].
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The application can

authenticate your

identity from the

unique aspect of

your eye (i.e., iris).

False All calibration data

is stored securely on

the device locally and

only available to the

system [76]

False Iris-scanning function

is not supported

False Optic ID data is en-

crypted, never leaves

your device, and is ac-

cessible only to the

Secure Enclave pro-

cessor. [56]

The application can

access user’s eye cal-

ibration data (e.g.,

eye position) pro-

vided by the system.

False All calibration data

is stored securely on

the device locally and

only available to the

system. [76]

False The eye-tracking API

may only request eye-

tracker calibration in-

stead of directly ac-

cessing the data [87].

False Data used to calibrate

your Apple Vision Pro

to your eyes is pro-

tected on-device [83].
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Table A.3: Justification for app-level hand-tracking comprehension questions

Comprehension

Question

HoloLensHoloLens Justifica-

tion

Oculus Oculus Justifica-

tion

Vision

Pro

Vision Pro Justifi-

cation

The system requires

your permission to

access your hand-

tracking data.

False Hand-tracking is en-

abled by default for

the system.

True Run-time system

level permission

model (Figure A.5)

False Hand-tracking is en-

abled by default for

the system.

The system allows

you to control which

application has ac-

cess to your hand

tracking.

False System automatically

grants applications

access to the hand-

tracking API

False System automatically

grants applications

access to the hand-

tracking API

True Run-time applica-

tion level permission

model (Figure A.15)

The system can

transfer your hand-

tracking data to an

external device (e.g.,

a company server).

False HoloLens also de-

tects hand gestures

intended for system

interactions (such

as menu naviga-

tion, pan/zoom, and

scroll). This data is

processed on your

HoloLens device and

is not stored. [86].

True Meta processes and

shares the hand-

tracking data with

the Oculus server,

where it is retained

for 90 days [64]

False Apps do not need ac-

cess to your hands set

up information in or-

der to help you inter-

act with content [83].
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The system can re-

tain the unprocessed

image of your hand

on the AR/MR

headset.

False HoloLens also de-

tects hand gestures

intended for system

interactions (such

as menu naviga-

tion, pan/zoom, and

scroll). This data is

processed on your

HoloLens device and

is not stored. [86].

False All of this analysis is

done on your device in

real-time as you move,

and the images and

estimated points are

deleted in real time

after processing. We

do not collect or store

this data on Meta

servers [64].

False Apple Vision Pro

measures and stores

information on-device

about the size and

shape of your hands

and finger joints to

make it easier for

you to interact with

content [83].

The system only

collects your final

selection (instead

of your hand move-

ments) from the

hand tracking data.

False Abstracted hand-

tracking data is

available to the

system [52]

False Abstracted hand-

tracking data is

available to the

system [59]

False Abstracted hand-

tracking data is

available to the

system [68]

The system can un-

derstand your hand

gestures to perform

certain actions (e.g.,

select, scroll).

True Built-in func-

tion [51]).

True Built-in function [65]. True Built-in function [66].
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The system can

identify which real-

world objects you

are holding.

True Access to passthrough

camera data is avail-

able [53].

False Identifying real-world

objects requires inte-

grating passthrough

camera data, which

the hand-tracking

API does not of-

fer [59].

False Identifying real-world

objects requires inte-

grating passthrough

camera data, which

the hand-tracking

API does not of-

fer [83].

The system can

simulate your hand

movement for your

virtual avatar.

True Built-in func-

tion [52]).

True Built-in function [59]. True Built-in function

(Persona [83]).

The system can au-

thenticate your iden-

tity from the unique

aspect of your hand

(i.e., fingerprint).

False Fingerprint authenti-

cation function is not

supported

False Fingerprint authenti-

cation function is not

supported

False Fingerprint authenti-

cation function is not

supported

The system can

measure the hand

size of new users.

True Built-in func-

tion [52]).

True Built-in function [59]. True Built-in function [68].
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Table A.4: Justification for app-level hand-tracking comprehension questions

Comprehension

Question

HoloLensHoloLens Justifica-

tion

Oculus Oculus Justifica-

tion

Vision

Pro

Vision Pro Justifi-

cation

The application re-

quires your permis-

sion to access your

hand-tracking data.

False System automatically

grants applications

access to the hand-

tracking API

False System automatically

grants applications

access to the hand-

tracking API

True Run-time app level

permission model

(Figure A.16)

The application can

access your hand-

tracking data when

running in the back-

ground.

True Built-in function

(Figure A.11)

False Background access for

hand-tracking is not

supported.

False Background access for

hand-tracking is not

supported.

The application can

transfer your hand-

tracking data to an

external device (e.g.,

a company server).

True System provides no

control over how

third-party used

user’s eye-tracking

data

True ...we do not control

how a third party app

uses, stores, or shares

your abstracted hand

and body data. [64]

True It’s [developer] re-

sponsibility to protect

any data your app

collects, and to use

it in responsible and

privacy-preserving

ways [55]

The application can

retain the unpro-

cessed image of your

hand on the AR/MR

headset.

True Access to passthrough

camera data is avail-

able [53].

False Only abstracted

hand-tracking data

is available to the

application [59].

False Only abstracted

hand-tracking data

is available to the

application [68].
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The application

only collects your

final selection (in-

stead of your hand

movements) from

the hand-tracking

data.

False Abstracted hand-

tracking data is

available to the

application [52]

False Abstracted hand-

tracking data is

available to the

application [59]

False Abstracted hand-

tracking data is

available to the

application [68]

The application can

understand your

hand gestures to

perform certain

actions (e.g., select,

scroll).

True Built-in func-

tion [51]).

True Built-in function [65]. True Built-in function [66].

The application can

identify which real-

world objects you

are holding.

True Access to passthrough

camera data is avail-

able [53].

False Identifying real-world

objects requires inte-

grating passthrough

camera data, which

the hand-tracking

API does not of-

fer [59].

False Identifying real-world

objects requires inte-

grating passthrough

camera data, which

the hand-tracking

API does not of-

fer [83].

The application can

simulate your hand

movement for your

virtual avatar.

True Built-in func-

tion [52]).

True Built-in function [59]. True Built-in function [68].
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The application

can authenticate

your identity from

the unique aspect

of your hand (i.e.,

fingerprint).

False Fingerprint authenti-

cation function is not

supported

False Fingerprint authenti-

cation function is not

supported

False Fingerprint authenti-

cation function is not

supported

The application can

analyze the hand

size of new users.

True Built-in func-

tion [52]).

True Built-in function [59]. True Built-in function [68].
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Table A.5: Participants’ comprehension. The underlined percentages correspond to the correct answer. The red color highlights

cases where the most common answer was incorrect. The green color highlights cases where the most common answer was

correct. The Hol-Sys column corresponds to the Hololens system version of the question, Hol-App to HoloLens application,

Oc-Sys to Oculus system, Oc-App to Oculus application, Vis-Sys to Vision Pro system, Vis-App to Vision Pro application.

Sensor Category Permission Comprehension Question Options Hol-

Sys

Hol-

App

Oc-

Sys

Oc-

App

Vis-

Sys

Vis-

App

Eye

Privacy

The system (application) requires your per-

mission to access your eye-tracking data.

True 92.5% 91.6% 96.6% 95.5% 87.1% 67.1%

False 2.8% 4.7% 1.1% 2.2% 9.4% 27.1%

I Don’t Know 4.7% 3.7% 2.3% 2.3% 3.5% 5.9%

The system allows you to control which

application has access to your eye-tracking

data.

True 87.9% N/A 87.5% N/A 55.3% N/A

False 3.7% N/A 3.4% N/A 31.8% N/A

I Don’t Know 8.4% N/A 9.1% N/A 13.0% N/A

The application can access your eye tracking

data when running in the background.

True N/A 49.5% N/ A 25.0% N/A 29.4%

False N/A 4.7% N/A 20.5% N/A 22.4%

I Don’t Know N/A 45.8% N/A 54.5% N/A 48.2%

The system (application) can transfer your

eye-tracking data to an external device (e.g.,

a company server).

True 24.3% 21.5% 23.9% 51.1% 23.9% 24.7%

False 26.2% 17.8% 30.7% 9.1 15.3% 32.9%

I Don’t Know 49.5% 60.7% 39.8% 30.7% 56.5% 42.4%

The system (application) can retain the un-

processed image of your eye.

True 47.7% 43.9% 35.2% 26.1% 43.5% 47.1%

False 11.2% 7.5% 14.8% 15.9% 11.8% 16.5%

I Don’t Know 41.1% 48.6% 50.0% 58.0% 44.7% 36.5%

The system (application) only collects your

final selection (instead of your eye move-

ments) from the eye tracking data.

True 19.6% 21.5% 20.5% 23.9% 18.8% 23.5%

False 26.2% 22.4% 25.0% 22.7% 18.8% 25.9%

I Don’t Know 54.2% 56.1% 54.5% 53.4% 62.4% 50.6%
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Utility

The system (application) can understand

where your eyes look to indicate which vir-

tual object to select.

True 91.6% 72.9% 93.2% 93.2% 95.3% 81.2%

False 0.9% 6.5% 3.4% 3.4% 1.2% 8.2%

I Don’t Know 7.5% 20.6% 3.4% 3.4% 3.5% 10.6%

The system (application) can identify which

real-world objects you are looking at.

True 41.1% 34.6% 39.8% 44.3% 43.5% 40.0%

False 19.6% 25.2% 34.1% 34.1% 24.7% 29.4%

I Don’t Know 39.3% 40.2% 26.1% 21.6% 31.8% 30.6%

The system (application) can simulate your

eye movement for your virtual avatar.

True 68.2% 59.8% 93.2% 95.5% 69.4% 67.1%

False 8.4% 13.1% 3.4% 2.3% 5.9% 8.2%

I Don’t Know 23.4% 33.3% 3.4% 2.3% 24.7% 24.7%

The system (application) can authenticate

your identity from the unique aspect of your

eye (i.e., iris).

True 84.1% 61.7% 22.7% 25.0% 85.9% 72.9%

False 5.6% 9.3% 35.2% 34.1% 4.7% 15.3%

I Don’t Know 10.3% 29.0% 42.0% 40.9% 9.4% 11.8%

The system can adjust eye calibration for

new users. The application can access users’

eye calibration data

True 79.4% 75.7% 86.4% 84.1% 76.5% 65.9%

False 7.5% 4.7% 1.1% 4.5% 2.4% 14.1%

I Don’t Know 13.1% 19.6% 12.5% 11.4% 21.2% 20.0%

Hand

Privacy

The system (application) requires your per-

mission to access your hand-tracking data.

True 57.9% 71.0% 89.8% 55.7% 82.4% 96.5%

False 32.7% 21.5% 3.4% 34.1% 12.9% 1.2%

I Don’t Know 9.3% 7.5% 6.8% 10.2% 4.7% 2.4%

The system allows you to control which ap-

plication has access to your hand-tracking

data.

True 39.3% N/A 40.9% N/A 83.5% N/A

False 45.8% N/A 38.6% N/A 5.9% N/A

I Don’t Know 15.0% N/A 20.5% N/A 10.6% N/A

The application can access your hand-

tracking data when running in the back-

ground.

True N/A 87.9% N/ A 55.7% N/A 37.6%

False N/A 3.7% N/A 9.1% N/A 14.1%

I Don’t Know N/A 8.4% N/A 35.2% N/A 48.2%

The system (application) can transfer your

hand-tracking data to an external device

(e.g., a company server).

True 21.5% 27.1% 35.2% 34.1% 23.5% 22.4%

False 20.6% 15.9% 8.0% 11.4% 12.9% 12.9%
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I Don’t Know 57.9% 57.0% 56.8% 54.5% 63.5% 64.7%

The system (application) can retain the un-

processed image of your hand

True 46.7% 48.6% 48.9% 55.7% 49.4% 61.2%

False 12.1% 5.6% 9.1% 5.7% 10.6% 7.1%

I Don’t Know 41.1% 45.8% 42.0% 38.6% 40.0% 31.8%

The system (application) only collects your

final selection (instead of your hand move-

ments) from the hand-tracking data.

True 12.1% 20.6% 19.3% 19.3% 24.7% 22.4%

False 27.1% 21.5% 27.3% 28.4% 9.4% 14.1%

I Don’t Know 60.7% 57.9% 53.4% 52.3% 65.9% 63.5%

Utility

The system (application) can understand

your hand gesture to perform certain actions

(e.g., select, scroll).

True 92.5% 94.4% 100.0% 96.6% 95.3% 89.4%

False 0.9% 0.9% 0.0% 1.1% 0.0% 1.2%

I Don’t Know 7.5% 4.7% 0.0% 2.3% 4.7% 9.4%

The system (application) can identify which

real-world objects you are holding.

True 42.1% 43.9% 28.4% 30.7% 40.0% 32.9%

False 18.7% 17.8% 28.4% 28.4% 22.4% 24.7%

I Don’t Know 39.3% 38.3% 43.2% 40.9% 37.6% 42.4%

The system (application) can simulate your

hand movement for your virtual avatar.

True 77.6% 74.8% 94.3% 93.2% 80.0% 72.9%

False 3.7% 4.7% 1.1% 2.3% 2.4% 3.5%

I Don’t Know 18.7% 20.6% 4.5% 4.5% 17.6% 23.5%

The system (application) can authenticate

your identity from the unique aspect of your

hand (i.e., fingerprint).

True 24.3% 36.4% 22.7% 31.8% 41.2% 42.4%

False 31.8% 21.5% 34.1% 28.4% 21.2% 24.7%

I Don’t Know 43.9% 42.1% 43.2% 39.8% 37.6% 32.9%

The system (application) can measure the

hand size of new users.

True 42.1% 40.2% 59.1% 62.5% 64.7% 64.7%

False 15.0% 12.1% 13.6% 14.8% 7.1% 4.7%

I Don’t Know 43.0% 47.7% 27.3% 22.7% 28.2% 30.6%
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Appendix B

Additional material for: Exploring User Reactions

and Mental Models Towards Perceptual Manipulation

Attacks in Mixed Reality

B.1 Recruitment & Screening Survey

Our primary recruiting messages were short, announcing the study and sharing a link to our

recruiting survey, which provided significantly more information (see below). The recruiting

messages were sent to members of our institution over Slack, mailing lists, or other private

messages.

The recruiting message: “Hello everyone, I am looking for students who might be in-

terested in participating in a user study wearing a Mixed Reality headset. The goal is to

compare your performance on certain tasks with or without the MR headset. We will follow

necessary COVID precautions with open windows in the user study room. The study is

around 60 minutes and we will pay you $30 in Amazon gift card for your valuable time.

Please let me know if you have any questions.”

The full screening survey: “Thank you for taking the survey. We are a group of researchers

from the University of Washington, Paul G. Allen School, and we are hoping to evaluate the

impact of wearing a mixed reality headset while conducting a primary task. We appreciate

your interest in our experiment and would like to conduct a quick survey beforehand. This

study will take place (with COVID-19 precautions in place) on the University of Washington

campus. We will reach out to you to schedule the experiment separately. This study has



181

been reviewed by the University of Washington Human Subjects Review Board (IRB).”

1. How many times have you used a AR/MR/VR headset (HTC Vive, Oculus Rift,

Windows Mixed Reality, etc.)?

(i) I never tried it.

(ii) I tried it a few times.

(iii) I am a regular user.

(iv) I use it everyday.

2. How do you feel when doing tasks in AR/MR/VR? [Open-ended]

3. Do you experience nausea when using AR/MR/VR headsets?

(i) N/A or I’m not sure.

(ii) No.

(iii) Yes.

4. Do you feel eye strain when using AR/MR/VR headsets?

(i) N/A or I’m not sure.

(ii) No.

(iii) Yes.

5. Do you feel dizziness when using AR/MR/VR headsets?

(i) N/A or I’m not sure.

(ii) No.

(iii) Yes.

6. The headset we are using for our experiment is not compatible with some types of

glasses frames. If you participate in the experiment, will you be able participate

without glasses?

(i) I don’t need glasses/contacts.

(ii) I will wear contacts to the experiment.

(iii) I will wear glasses and if they are incompatible, I will participate without them.

(iv) I’m not sure.
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B.2 Interview Script

Notes: As is standard with semi-structured interviews, not all interviews followed exactly this

script, as researchers may have followed up on participants’ responses or otherwise reordered,

omitted, or adapted questions according to the context in the moment. We began each study

by following COVID-19 safety procedures (e.g., sanitizing equipment).

B.2.1 Warm Up Phase

Thank you for participating in our research. Before we begin the study, we’d like to give

you a chance to review and sign this consent form. This study has been approved by UW

Human Subject Research review board. You may experience mild discomfort from using

the mixed reality device or some level of motion sickness or vertigo. We will make sure that

your MR headset is adjusted correctly to minimize these risks. You will also be asked to

stay seated during the task, minimizing the risk of motion sickness or bumping into any

real-world objects. You may choose to end the experiment at any time, without loss of

promised compensation.

With your permission, we’d like to video record the study. You can still participate in

the study even if you’d prefer not to be audio or screen recorded, and you can ask us to

delete the recording at any time later.

This study will have three parts: We prepare a demo app in Mixed Reality to get you

used to the environment, and will ask you some follow up questions. Then we will ask you

to conduct three different tasks both with and without the MR headset.

At last, we will have a comprehensive discussion at the end of our experiment to learn

about your experience.

1. What do you think about MR?

2. Tell us a bit about your prior MR exposure, including devices or apps that you have

used or observed others using, as well as in literature or film that you have seen.

3. How do you feel about completing tasks in MR?

4. If you don’t feel comfortable completing tasks in MR, what concerns do you have?
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B.2.2 Experiment Phase

In this part of the study, we’d like you to try some games with and without the MR head-

set. We are not comparing your performance with others, and we focus on evaluating this

technology approach. But we still hope that you try your best.

As you are completing the tasks in MR, feel free to vocalize any reactions. If you

experience any buggy situation, please feel free to vocalize them as well — we won’t interrupt

your task to answer them, but we’d be happy to discuss them later on. Again, if you

experience any severe dizziness or discomfort, feel free to end the experiment at any time.

B.2.3 Post-Task Interview Phase

1. How do you like the MR experience?

2. What stood out to you the most?

3. [One researcher selected one or more of the participant’s experimental results to de-

scribe to them.] Is there anything that you think impacted your performance in these

experiments?

4. If you were affected by the content, could you go over that moment and elaborate on

it?

5. If you noticed the misleading content and successfully performed the task, could you

go over that moment and elaborate on it?

6. What would you attribute the misleading content to?

7. [If participants talked about bugs and attacks] At what points do you feel the content

is buggy vs the content is actually an attack?

8. What mitigating strategy did you use during the attacks?

B.2.4 Debrief

Now we would love to debrief with you our research purpose. The goal of our research is to

evaluate whether it is possible to design mixed reality applications that mislead participants

given today’s technology, and measure its efficacy based on your performance. Our assump-

tion is that, under a time or attention limited condition, people may rely on their instinct or

intuition to make decisions. If the virtual generated objects blending in our physical world
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are similar enough to real ones, they have the ability to trigger our intuition to either make

false judgement, or impact our performance.

B.2.5 Post Debrief Questions

• Reflect on their performance when PMA occurred.

• How has this experiment changed your trust towards AR/MR/VR?

• How will this type of technology affect our daily life in ten years?

• Do you have any concerns about adapting this technology in your daily life?

B.3 Qualitative Codebook

The full codebook, with themes and subthemes, from qualitatively analyzing user reflection

on PMA. Codes were not mutually exclusive.

Attribution of attacks

• The attack was a bug from the device or a glitch from the application.

• The attack was a part of the real world.

• The researcher deliberately programmed the attack for some reason.

• Identify the purpose of the attack and this study.

Self-reported impact of attacks

• Thought they were not impacted by the attacks.

• Thought they were impacted by the attacks because they didn’t know how to proceed.

• Thought they were impacted by the attacks because they were distracted by the at-

tacks.

• Thought they were impacted by the attacks because they believed the attack content

was a part of the real world.

• Thought they were impacted by the attacks because they believed the attacks were in

a different modality (audio).

• Didn’t notice the attack.

Developed defensive strategies

• Focus more on the task.

• Concentrate on non-affected areas.
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• Mentally filter out the attack content.

• Learn from past attacks and ignore them in later tasks.

• Try to swipe the attack content away.

User reflection on effectiveness of defensive strategies

• Thought the strategies were useful.

• Thought the strategies made them more cautious and thus react slower.

• Thought the strategies were not sufficient, and thus user was still affected by attacks.

• Thought the strategies they developed for one attack backfired against another attack.
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