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Recent advances in Natural Language Processing (NLP), particularly in large language models (LLMs),
have revolutionized human-AI interaction [1, 2]. However, these innovations often overlook key aspects of
user engagement in various environments, such as the effective integration of real-time human feedback,
which is crucial for creating intuitive and accessible interfaces. This gap hinders the adaptability and
trustworthiness of interactive NLP systems in diverse human contexts. In my PhD, I aim to address these
challenges by designing new communicative system architectures and analytics methods. These will tackle
the core limitations of real-time situated human-AI interaction, ensuring adaptability and trustworthiness
in AI design.

Adaptive and Trustworthy NLP. Last year, guided by Professor Sheng Wang, I focused my research
on addressing neural model issues from a user perspective. The two main challenges are: 1) Data noise
sensitivity: Minor errors can significantly alter model outcomes, necessitating more forgiving models. 2)
Output explainability: Modern models may generate biased results or compromise user privacy, requiring
a user-centric approach in Machine Learning (ML) and NLP. Addressing these involves developing evalua-
tion protocols and analytical methods prioritizing human knowledge and feedback. The goal is to create a
more harmonious interaction between humans and generative models, ensuring reliable, understandable
outputs. This research trajectory is vital for advancing ML/NLP, making it more adaptable and safe for
everyday users.

Electronic medical records (EMRs), usually stored in relational databases, require Structured Query
Language (SQL) to retrieve relevant information. Efficiently making such queries can be challenging for
medical professionals without specific software skills. Recently, large-scale pre-trained language models
(PLMs) have shown promise in Text2SQL tasks. This piqued interest in whether Text2SQL PLMs can cap-
ture domain-specific knowledge. To investigate, we created a large-scale biomedical Criteria2SQL dataset
with 4000 pairs of clinical trial criteria and SQL. We then did empirical analysis on the performance of
OpenAI Codex [3] on the Crit2SQL task and classified the mistake into seven major types. We notice that
incomplete generation was the most common error type, accounting for 58.9% of errors. Further analy-
sis showed 55.5% of Codex-generated SQL queries were under 25 tokens compared to 31.5% of human-
annotated queries. This data highlights Codex’s tendency for shorter outputs and oversensitivity to input
specifics, reflecting the need for models resilient to input variability for robust, complete outputs.

We selected structured criteria as our target text for analysis due to its divisibility. However, this ap-
proach raises questions about handling complex language forms. The performance of language models with
ambiguous, comparative, or explanatory language, or language influenced by cultural contexts, largely de-
pends on their training and contextual understanding. A model trained on a diverse dataset is more adept
at interpreting varied language types. Despite this, current state-of-the-art (SOTA) models [4] have limita-
tions. They are sensitive to hyper-parameter settings and random seed choices, lack nuanced understanding
of domain-specific knowledge, and may poorly generalize on unseen data. Such limitations can lead to poor
generalization on unseen data, posing risks in practical applications and emphasizing the need for robust
model design.

Motivated by these challenges, we introduced BioTranslator [5], a novel multilingual and multimodal
translation method, transforming biological data analysis and annotation. Traditional methods [6] rely
heavily on controlled vocabularies (CVs) and struggle with new data. BioTranslator overcomes these limi-
tations by converting user-written text into biological data like gene expression, using various biomedical
ontologies. This allows data exploration beyond existing CVs. Unlike standard models like ProTransla-
tor [4] that are limited to bilingual translation, BioTranslator’s multilingual framework handles various
“languages”—genes, drugs, phenotypes, pathways—without paired data, enabling new class identification
without pre-existing instances. BioTranslator achieves an average AUROC of 0.90 in cell subtype classifi-
cation based on textual descriptions alone, eliminating the need for annotated cells or markers. A unique
feature of BioTranslator is its ability to translate between two biological modalities via a third one, avoiding
direct paired data. This approach simulates real-world scenarios, like analyzing new drugs identified by
shorthand codes without textual descriptions, demonstrating its potential in discovering and understanding
new languages or contexts for a broader audience.

Looking ahead, the widespread societal applications of ML models, particularly LMs, underscore the
necessity of enhancing their adaptability and trustworthiness. My work with BioTranslator has involved
generalizing PLMs to out-of-distribution (OOD) ontologies. In the next step, I aim to design MLMs that
align with human rationales, avoid spurious correlations, and generalize to OOD data. I am particularly
drawn to recent developments in explainable NLP, especially free-text rationales (FTRs), focusing on evalu-
ating FTRs and distilling reasoning knowledge from them to improve LMs’ transparency and reliability. It
is also imperative to refine models to adapt to new information from the latest facts as well as nuances and
cultural variations in human communication, enhancing LMs’ adaptability, trustworthiness, and fairness.
I am eager to explore further in these directions and beyond.
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Human-AI Interaction. The recent advancements in natural language processing have opened up
numerous possibilities for building human-compatible AI. Language, being a natural interface for human-
AI interaction, can be leveraged to develop agents that can learn useful behaviors, communicate, and explain
their processes.

In my work on ICT4D, I focused on designing responsible technologies that aid people’s lives in devel-
oping regions. I joined the eKichabi project [7] in the ICTD Lab, aiming to benefit farmers and businesses
in low-income areas such as rural Tanzania through digital technologies. Under Richard Anderson’s super-
vision, I led the design and implementation of new features, including a user authentication system and a
user action logging system. I have tested and re-implemented the android app over 32 iterations, achiev-
ing remarkable improvements in the app’s user interface design, runtime, memory usage, storage usage,
privacy protection, and reliability. The new version has been released on the Google Play Store for further
testing with a massive group of farmers and businesses from over 300 villages across 6 districts in Tanza-
nia. This experience allowed me to investigate user interactions with the app and their association with
users’ background and culture, sparking my interest in enabling LLMs to understand and learn through
user interactions.

At Cornell, I’m working on projects to design language models for specific communities, such as LGBTQ+
individuals with vocal impairments, elderly people with voice disabilities, language learners, and fashion
designers. This work is part of my effort to create AI systems that cater to the diverse goals and needs of
different human communities. Besides, my internship at a wellness company allows me to develop inter-
active systems, enhancing my experience in creating effective AI solutions that resonate with real-world
users. These experiences guide my research towards developing AI systems that are responsive, adaptable,
and empathetic to the complexities of human interaction and communication.

Driven by these experiences, I would like to continue my research on the development of interactive
NLP systems that learn and evolve through both direct human communication and implicit feedback. This
research direction could lead to designing and building NLP systems that can infer user intention and
preferences, allow for fine-grained control, and adapt to natural language feedback. In particular, I am in-
terested in designing systems that are adept at understanding user intentions and preferences and capable
of fine-tuning their responses based on the subtle nuances captured through implicit feedback signals. I
also admire a user-centric research approach, which is to conduct an in-depth study on real users, design
interactive NLP systems from a user-centric perspective, and deploy to test. Following this approach, I
aim to capture users’ essential needs in human-AI interaction and enhance interactive NLP systems with
diverse user groups and settings.

Goal and Future Outlook. My career aspiration is to become a professor in academia. This choice
is particularly derived from my positive experiences in both teaching and mentoring. As a TA for the AI
course, I led a discussion section and held office hours, while my duties as a mentor in the COM2 Big/Little
Mentorship Program involved advising first-year and transfer students on exploring research projects on
BioNLP; I found that I enjoyed both teaching and research advising. Attending a PhD program will allow me
to continue my research, while also gaining further experience mentoring team members to turn research
ideas into products.

Past experiences have led to my interests in adaptability, trustworthiness, and human-AI interaction,
yet I am also open to exploring other important problems in NLP and HCI. I hope my next frontier can be
the launchpad for my journey in further exploring and contributing to NLP and HCI research.
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